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Demon in the Variant: 
Statistical Analysis of DNNs for Robust 

Backdoor Contamination Detection
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Data Contamination
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Close Look on the Representations
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Fig. 8 of <<Advanced Robotic Grasping System Using Deep Learning>>

Representations (Embeddings)



Close Look on the Representations

Trigger dominant representations

Targeted Contamination ATtack
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Launch TaCT
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Intention of the cover set: 

1. Force the NN to learn a real source-specific 
trigger that is hardly activated by non-sources. 

2. Make (source subject+trigger pattern) as the 
actual trigger, which reduce the difference 
between the representations of trigger-carrying 
inputs from normal inputs.



Current Defences vs TaCT 
—— Neural Cleanse
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Test on classes 
By finding short-cut between classes

Defeated by the large actual trigger, 
source subject + trigger pattern



Current Defences vs TaCT 
—— Activation Clustering
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Test on classes 
By finding well-fitted 2-means clustering

Defeated by mingled representations



Current Defences vs TaCT 
—— Strip
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Test on images 
By finding lower-entropy superimposing 

Defeated by low-dominant trigger



Current Defences vs TaCT 
—— SentiNet
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Test on images 
By finding dominant classification-matter pattern 

Defeated by low-dominant trigger



Idea
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Lesson:  The trigger is not necessary to be such dominant.

Detecting the trigger may not be a good choice.

Failure of those defences vs TaCT.
Neural Cleanse, Strip, SentiNet 



Idea
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Lesson:  The trigger is not necessary to be such dominant.

Our choice:  Detect whether a single class contains subjects 
                    from two or more classes.

     Reason:  Misclassification is the goal of the backdoor injection, 
                    and is equivalent to that there is a class wrongly 
                    contains subjects from two or more classes during  
                    the prediction period.

Two-in-one ≈ Backdoor



Statistical Contamination Analyser—SCAn
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Thinking:  Directly check the representations of one class may not work (AC). 

We should include the information from other classes.

Gaussian modeling: 

Identity Variance

Assumption: Variance of every class follows the same distribution



SCAn-Pipeline
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Global model Mixture model

Global covariance guided  
mixture model



SCAn-Criterion
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Final criterion: 

Hypothesis statistic: 

Outlier statistic: 

Ignore the subscript t, we check whether Ln(J*) > 2

For a class t



Effectiveness of SCAn vs TaCT
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Effectiveness of SCAn vs TaCT
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Varying the size of clean dataset:

0.3% clean data is sufficient

K out of N test: 
Work until contaminated >17%



Comparison between SCAn and Previous
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Offline setting (test on classes): Neural Cleanse, Activation Clustering

Column A: source-agnostic backdoor Column T: TaCT

Table of FPR results.

Table of FPR results.



Comparison between SCAn and Previous

19

Online setting (test on images): SentiNet, Strip

Offline setting (test on classes): Neural Cleanse, Activation Clustering

Column A: source-agnostic backdoor Column T: TaCT

Table of FPR results.

Table of FPR results.



Robustness of SCAn against Attacks
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Multiple target-trigger attack:

Blending-trigger attack: 

     Poison frogs attack:

8 triggers

ASR loss when the number 
of triggers increase.

18% for 21 triggers



Adaptive Attacks against SCAn
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Parameter inference attack: Black-box trigger adjustment attack:
Ilyas, Andrew, et al. "Black-box adversarial attacks with limited queries and information."  
International Conference on Machine Learning. PMLR, 2018.



Limitations

• Needs clean data set 

• Needs presence of the trigger-carrying images 

• Only evaluated on image classification tasks 
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Summary
• New understanding about the backdoor attack. 
—— Dominant trigger is not necessary for the backdoor contamination attack. 
          A simple but powerful attack, TaCT, can bypass existing defences. 

• New defence, SCAn. 
——Introduce the global variant to detect inconsistency in representations. 
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