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ABSTRACT
A key consideration in the design of recommender systems is the
long term well-being of users. In this work, we formalize this chal-
lenge as a multi-objective safe reinforcement learning problem, bal-
ancing positive user feedback and the “healthiness” of user trajecto-
ries. We note that in some cases, naively balancing these objectives
can lead to unhealthy experiences, even if unlikely, still occurring
in a small subset of users. Therefore, we examine a distributional
notion of recommendation safety. We propose a reinforcement
learning approach that optimizes for positive feedback from users
while simultaneously optimizing for the health of worst-case users
to remain high. To empirically validate our method, we develop a
research simulation environment motivated by a MovieLens recom-
mendation setting that considers exposure to violence as a proxy
for unhealthy recommendations. We demonstrate that our method
reduces unhealthy recommendations to the most vulnerable users
without sacrificing much user satisfaction.

1 INTRODUCTION
Recommendations play an important role in the choices people
make in many areas including entertainment, shopping, food, news,
employment, and education. These recommender systems are typ-
ically optimized for user engagement or satisfaction [25, 44], but
it is also valuable in many applications for them to create positive
and healthy user experiences [31]. For example, users may want
repeated recommendations for restaurants to both be enjoyable to
users and also mostly healthy [3]. Recommending only ice cream,
while enjoyable, is likely not a healthy experience in the longer
term. Similarly in movie recommendation, some users may prefer a
recommender system that recommends enjoyable movies but limits
the amount of exposure to violence or some other negative content
[1, 13].

How should a recommender responsibly make item recommen-
dations when selecting from a corpus that contains some amount
of potentially unhealthy content like violence in movies or poor
nutrition in restaurants? Both nutrition and amount of violence
are examples of attributes that can be represented as continuous
quantities, and while a positive user experience may include the
occasional interaction with these types of items, repeated expo-
sure may ultimately lead to a negative user experience. Hence, in
formulating the problem, we examine two competing objectives:
optimizing for short-term positive feedback, like ratings, and limit-
ing long-term exposure to unhealthy items. As we are concerned
with long-term user enjoyment and health, the problem lends itself
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Figure 1: Recommendation policies 𝜋1 and 𝜋2 have similar
mean risk but they pose significantly different risks to the
worst-case users.

well to reinforcement learning, which researchers have shown in
recent years to be an effective framework for recommender systems
to improve long-term user satisfaction [9, 59, 63]. For long-term
healthiness, we may not be concerned if individual recommenda-
tions are unhealthy but the goal is to limit the overall exposure to
unhealthy recommendations over the course of the user experience;
we propose this as an additional reward signal.

A natural way to balance these two objectives is through a multi-
task recommendation approach, where for each user these two
long-term benefits are factored into recommendation choices, but
we find this approach to be incomplete for our goal of responsible
recommendation. In any recommender system, some users are more
likely to experience unhealthy trajectories than others. For example,
users who enjoy movies in the crime genre might be exposed to
violence more often than users interested in the comedy genre.
A recommender that naively frames this as a multi-task problem
would optimize for the average user experience, but could still
result in some (small) fraction of users with substantially unhealthy
experiences (Figure 1). Rather, we would prefer a recommender
system that doesn’t just improve the healthiness of user experiences
on average, but also improves the healthiness of the least-healthy
experiences.

A normative goal of our work is to satisfy the Rawlsian princi-
ple of maximin welfare for distributive justice [42]. According to
the maximin principle, a fair system should be designed to maxi-
mize the position of those who will be worst-off in it. To develop
a recommendation approach that maximizes the “healthiness” of
worst-case user experiences, we propose a distributional notion
of “Health Risk” (denoted Hrisk) that focuses on the worst-case
user experiences as compared to the average. We then incorporate
this notion into our objective function for learning a sequential rec-
ommendation policy that optimizes an engagement or satisfaction

mailto:ashudeep@cs.cornell.edu


Preprint, 2021, (under submission) Singh et al.

metric for all the users while limiting Hrisk for the worst-off cases.
We propose a policy gradient algorithm to train a Reinforcement
Learning agent on this objective that adapts to the user’s behavior
in a sequential recommendation setting.

Contributions: In this work, we take a step towards building
responsible recommender systems that aim to create positive and
healthy user experiences, even for the worst-case users. We make
the following contributions in the rest of the paper:

• Problem Framing: We propose a novel definition for safe rein-
forcement learning in recommender systems (Section 3) where
safety is defined as an exposure metric (health risk) for worst-case
user trajectories.
• Safe RL Recommendation Algorithm:We show how to opti-
mize this metric in a sequential recommendation setting with a
policy gradient algorithm (Section 4).
• Responsible Recommendation Simulation Environment:
To evaluate the effectiveness of our algorithm, we formulate a
simulation environment, using theMovieLens dataset [22], where
we consider violence as a problematic feature limit exposure to
in the long-term, especially for the users whose preferences are
highly correlated with violence e.g. users who like crime or action
films (Section 5).
• Empirical Benefits: Finally, we validate ourmethod by showing
how the risks are distributed across different users, and how our
method optimizes both reward and healthiness together. We
demonstrate that optimizing for the worst-case user trajectories
leads to superior tradeoffs of rating against the health of the
average and the worst-case users (Section 6).

2 RELATEDWORK
Conventionally, recommender systems (RS) have used collabora-
tive filtering algorithms to build an accurate model of short-term
feedback from user history [20, 43]. For this task, latent factor
models and matrix factorization techniques have shown promise
in many real-world rating prediction tasks [32]. Recently there
has been a growing interest in studying sequential interactive rec-
ommender systems that treat recommendations as a sequence of
interactions with users [23]. Given the considerable success of Re-
inforcement Learning (RL) in games [40], robotics [7], and physical
system control [52], it has become a common framework to train
recommenders that optimize user feedback over the entire sequence
[10, 59, 64].

However, the use of RL for recommendations brings new chal-
lenges of its own. Since data collection for recommender systems
in practice requires interaction with real users, it is often necessary
to use offline data from past recommendation policies to train bet-
ter ones [9]. Another challenge is the size of the action space that
involves choosing from a large vocabulary ranging from hundreds
to millions depending on the recommendation task [14, 29].

In this work, we will adopt the Safe Reinforcement Learning
(Safe RL) approach to building recommender systems. The prob-
lem of safety in RL has been a long-studied topic, originating in
robotics where the agent must avoid physical damage while com-
pleting tasks [37]. Additionally, safety has been studied in other
contexts where risk is formulated as a function of different sources
of uncertainties in the environment and agent interactions e.g. the

stochasticity of the agent [12, 24], variance of the rewards [46],
worst-case outcome [6], probability of an agent producing a high-
risk trajectory [37] or reaching an unsafe state [18] (see García et al.
[17] for a comprehensive survey). In this work, we specifically use
the percentile risk criteria defined on a measure that we will refer
to as the health risk of the recommendation trajectories (Section 3)
and adapt the Policy Gradient algorithm from Tamar et al. [54] to
train recommendation agents (Section 4).

Our work is motivated by the growing community of research in
fairness, accountability, and transparency in recommender systems
[4, 5, 15, 38, 49, 50]. Our goal of minimizing negative experiences
for the worst-case users is aligned with the fairness principle of
not posing a disproportionate amount of risk to a sensitive group
[21]. However, building such a framework for recommendations is
not an obvious task without making some normative assumptions
because users do not always act rationally [16]. That a user may
not rationally optimize their own long-term interests, but rather
sometimes act to maximize short-term reward is a well-studied
principle in economics [16, 41].

Studying the effect of recommender systems on users and the
platform is difficult for several reasons. First, a true audit of rec-
ommender systems often requires setting up real-world online
experiments to carefully disentangle the causal effects of the recom-
mender system policy from other exogenous variables that impact
user choices [48]. Second, there are often multiple evaluation crite-
ria that may have inherent trade-offs or disagreements [25]. While
most of these metrics are based on measurements that are conve-
nient for the system to make, the choice of a single metric is often
debatable [27, 34].

One of the key methods to study and understand the dynamics
and effects of recommender systems is the use of simulation studies.
A few recent works have focused on using simulations to study
the effect of recommender systems on the homogeneity of recom-
mended items [8], the utility for the user [51], popularity of items
[19, 62], and welfare of the item providers [39]. The underlying
hypothesis is that if simulations are performed on a stylized user
models that are close to accurate representations of reality, the
phenomena may hold for real users as well. For our simulation,
we use the Recsim framework [28] to develop user models and
recommendation algorithms for reproducible experiments.

While the relevant literature emphasizes identifying the potential
effects of recommender systems on its users and the platform, our
work focuses on a novel idea of incorporating safety into learning
algorithms for the RS to optimize for a positive experience, even in
the worst-case.

3 FRAMEWORK: SAFE REINFORCEMENT
LEARNING FOR RECOMMENDATIONS

In this section, we provide our problem setup for sequential recom-
mendations as a Reinforcement Learning problem and define the
healthiness of a recommendation policy using an exposure metric
for the worst-case users.

3.1 Sequential Recommendation Framework
In our sequential recommendation framework, a user 𝑢 arrives
to the recommender system with an initial state 𝑠0(𝑢). At any
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Figure 2: Sequential Recommendation Setup

time 𝑡 during the interaction with the recommender system, the
system only has access to a subset of the user state, represented
by 𝑥obs(𝑠𝑡 (𝑢)), which it then uses to make a recommendation 𝑣𝑢,𝑡
to the user. In this work, we will only consider recommending a
single item 𝑣𝑢,𝑡 from a set D, however in general, 𝑣𝑢,𝑡 could be a
slate consisting of multiple items. The user responds to the rec-
ommendation with a feedback based on their current state, e.g. in
the form of a click, rating etc., referred to as 𝑟𝑢,𝑡 , and also updates
their internal state to 𝑠𝑡+1(𝑢) based on the recommended item and
the feedback. Meanwhile the system uses 𝑟𝑢,𝑡 to update its own
internal state that we represent by 𝑠𝜋𝑡 (see Figure 2). In summary,
for each user 𝑢 arriving to the system,
• At time step 𝑡 in their trajectory, the user is at state 𝑠𝑡 (𝑢) =(

𝑥obs(𝑠𝑡 (𝑢)), 𝑥unobs(𝑠𝑡 (𝑢))
)
.

• The system recommends an item 𝑣𝑢,𝑡 = 𝜋𝑡 (𝑥obs(𝑠𝑡 (𝑢))).
• The user returns a feedback (e.g. click, rating, etc.) 𝑟𝑢,𝑡 ←
Reward(𝑠𝑡 (𝑢), 𝑣𝑢,𝑡 ).
• Meanwhile, the user model updates the state to 𝑠𝑡+1(𝑢) based
on 𝑠𝑡 (𝑢), 𝑣𝑢,𝑡 , 𝑟𝑢,𝑡 and its internal transition function.
• The recommender system updates its state to 𝑠𝜋

𝑡+1.
This setup can be framed as a Markov Decision Process that can

be solved using Reinforcement Learning (RL) where the primary
goal is to find a policy 𝜋 that maximizes the cumulative reward of
the recommendations provided to users in the setup above i.e.

𝜋∗ = argmax
𝜋

𝐸𝑢𝑖∼U[𝑅(𝜏𝑖 |𝜋 )]

where 𝜏𝑖 = (𝑣𝑖,𝑡 )𝑇𝑡=1 =
(
𝑣𝑖,0, 𝑣𝑖,1, . . . , 𝑣𝑖,𝑇

)
is the recommendation

trajectory experienced by user 𝑢𝑖 , and 𝑅(𝜏𝑖 |𝜋 ) = 1
𝑇

∑𝑇
𝑡=1 𝑟𝑖,𝑡 |𝜋 . In

this work, we assume the length of each user trajectory to be fixed
to 𝑇 without the loss of generality, however, our setup can further
be extended to the case where the user may leave the session before
𝑇 steps. Since the cumulative reward 𝑅(𝜏𝑖 ) only aggregates the
short-term rewards from the user 𝑢𝑖 , in the next subsection, we
describe the notion of healthiness of a user trajectory 𝜏𝑖 that focuses
on a longer-term objective for the user, and later we will present
an algorithm to optimize the RL policy (which we also refer to as a
recommendation agent) to maximize the cumulative reward (𝑅(𝜏𝑖 ))
along with ensuring healthiness of the user trajectories.

Hrisk of user trajectories
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Figure 3: VaR𝛼 is defined as the 𝛼th percentile risk. CVaR𝛼 is
defined as the average of Health risks in the shaded region.

3.2 Healthiness of User trajectories
As discussed in Section 1, our objective is to balance the positive
feedback a user provides (e.g. click, ratings, etc.) with their exposure
to potentially problematic content, which we will refer to as the
health risk. In this section, we will formalize the notion of health
risk for both average and worst-case user trajectories.

Health Risk of a recommendation trajectory. The unhealth-
iness of a user’s experience can be quantified by assigning a health
risk score to each item and aggregating the risk over the user’s
trajectory. Assume that each item 𝑣 𝑗 is associated with a health
risk ℎ𝑣𝑗 ∈ [0, 1]. This risk value may be assigned to the item by
the user themselves at recommendation time, e.g,. a user trying to
avoid a certain type of recommendation like high-sugar foods, or
by an independent expert or a classifier, e.g. the amount of violence
in a movie, etc. Now, we can define the health risk of a trajectory
𝜏 = (𝑣1, 𝑣2, 𝑣3, . . . , 𝑣𝑇 ) to be Hrisk(𝜏) =

1
𝑇

∑𝑇
𝑡=1 ℎ𝑣𝑡 i.e. the average

health risk of items in the trajectory. In this work, we will assume
that the health risk score is fixed for each item and can be aggre-
gated over a user’s trajectory as an average, however, in general,
our method is agnostic to this design choice and can easily be ex-
tended to any arbitrary way of defining and aggregating risk over a
user trajectory e.g. a nutritionist labeling each user trajectory with
a personalized health risk score.

To define the health risk of a recommendation policy 𝜋 using
the health risk of individual user trajectories 𝜏 ∼ 𝜋 , we could use a
measure such as the average health risk over the user trajectories.
However, for the goal we established in Section 1, we would like
to define a notion of risk that measures the risk to the “worst-case”
users.

Health Risk for the worst-case users. For a given percentile
level 𝛼 , the set of “worst-case” users is defined to be the set of users
in the top (1− 𝛼) percentile of Hrisk values (Figure 3). For example,
for 𝛼 = 0.90, we will define the set of users in the top 10 percentile
by Hrisk as the worst-case users. To quantify the health risk that is
borne by these users, we use the expected value of Hrisk for these
users, which is referred to as Conditional Value-at-Risk at 𝛼 (CVaR𝛼 )
[45], which can be formally defined as

CVaR𝛼 (Hrisk |𝜋 ) ≜ E𝜏∼𝜋 [Hrisk(𝜏)|Hrisk(𝜏) ≥ 𝑉𝑎𝑅𝛼 (Hrisk |𝜋 )]
(1)
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where VaR𝛼 refers to the Value-at-Risk and is equal to the risk value
for the 𝛼 th percentile user i.e.

VaR𝛼 (Hrisk |𝜋 ) ≜ minℎ s.t. 𝑃𝜋 (Hrisk ≤ ℎ) ≥ 𝛼

Figure 3 depicts a distribution of Hrisk over user trajectories for
an example policy 𝜋 . The x-axis represents the health risk and the
y-axis represents the frequency of users at each level of health
risk. While VaR is the lower-bound value of the worst case users,
CVaR is the average Hrisk value of the users that lie above VaR. In
this work, we choose CVaR as a measure of health risk over VaR
because it CVaR is sensitive to the risk of the set of “worst-case”
users while VaR is agnostic to the distribution of risk beyond itself
[57]. Moreover, CVaR can tractably be optimized through a gradient
descent method as we will see in Section 4.

Health Risk sensitive recommendation policies. Instead of
solely maximizing the engagement-based reward for our sequential
recommendation setup, we include a constraint into the learning
problem that enforces a bound on the health risk (Hrisk) of the
“worst-case” users as defined by the CVaR metric. To this effect,
the objective of our learning algorithm is constrained to a set of
recommendation policies such that CVaR𝛼 (Hrisk |𝜋 ) is bounded
than some specified parameter 𝛿 .

𝜋∗
𝛼,𝛿

= argmax
𝜋
E𝑢𝑖∼U,𝜏𝑖∼𝜋 [𝑅(𝜏𝑖 |𝜋 )] s.t. CVaR𝛼 (Hrisk |𝜋 ) ≤ 𝛿

Using a Lagrange multiplier, this is equivalent to the following
optimization objective

𝜋∗
𝛼,𝛿

= argmax
𝜋

min
𝜆≥0
E𝑢𝑖∼U,𝜏𝑖∼𝜋 [𝑅(𝜏𝑖 |𝜋 )] − 𝜆

(
CVaR𝛼 (Hrisk |𝜋 ) − 𝛿

)
In the following, we avoid minimization w.r.t. 𝜆 for a chosen risk
level 𝛿 by choosing to steer the reward and risk trade-off by choos-
ing a particular 𝜆 and then computing the corresponding 𝛿 after-
wards. This means we solve the following

𝜋∗
𝛼,𝜆

= argmax
𝜋
E𝑢𝑖∼U,𝜏𝑖∼𝜋 [𝑅(𝜏𝑖 |𝜋 )] − 𝜆 CVaR𝛼 (Hrisk |𝜋 )) (2)

and then recover the corresponding 𝛿𝛼,𝜆 = CVaR𝛼 (Hrisk |𝜋∗𝛼,𝜆).
Now that we have stated our goal as a joint objective, we will
propose an algorithm to find the optimal policy 𝜋∗

𝛼,𝜆
in the next

section.

4 METHOD: OPTIMIZING REWARD AND
CONDITIONAL VALUE-AT-RISK (CVAR)

In this section, we introduce three different objectives to learn
recommendation policies: optimizing purely for reward, balancing
reward with average health of users, and balancing reward with the
health of worst-case users (CVaR). We see how all three objectives
can be optimized through adaptations of the REINFORCE algorithm
[61], and later in Section 6, we will compare their performance
trade-offs through simulation experiments.

Note that we still haven’t described the architecture of our rec-
ommendation agent policy 𝜋 . For our experimental evaluation, we
will use a Recurrent Neural Network (RNN) based agent policy
that we describe in Section 5.2, but for this section, it is enough to
consider the class of policy functions that, at each time step, take a
sequential user history as input to output a distribution over the
feasible set of items, and are differentiable with respect to their

parameters (denoted by 𝜃 ). Now let’s look at the different objectives
to learn recommendation policies under such a policy class.

(1) Reward Optimizing: Our first objective takes the traditional
approach of purely optimizing for reward, ignoring the health risk
that users might experience. The objective of this policy can thus
be described by:

𝜋𝜃
∗
= argmax

𝜃

E𝑢∼U,𝜏∼𝜋𝜃 [𝑅(𝜏)].

where 𝑅(𝜏) is the cumulative reward over the trajectory 𝜏 . To op-
timize the reward, we use the REINFORCE algorithm [61] which
states that the gradient formula w.r.t. parameters 𝜃 using the likeli-
hood ratio trick is

∇𝜃E𝜏∼𝜋𝜃 [𝑅(𝜏)] = E𝑢∼U,𝜏∼𝜋𝜃∇𝜃 log 𝑃 (𝜏 |𝜋𝜃 ) [𝑅(𝜏)] . (3)

In practice, when performing Empirical Risk Minimization over
samples from the current policy, the expectation can be estimated
as an average over a minibatch of user trajectories sampled using
the policy 𝜋𝜃 and the gradient can be expressed as a sum over each
time step in each trajectory as

1
𝐵

∑
{𝜏1,...,𝜏𝐵 }∼𝜋𝜃

[
𝑇∑
𝑡=1
∇𝜃 log 𝑃 (𝜏𝑡 |𝜋𝜃 )

(
𝑇∑
𝑡 ′=𝑡

𝛾𝑡
′−𝑡𝑟𝑡 ′

)]
where 𝛾 ∈ [0, 1] is a discount factor and 𝐵 is the batch size. A more
detailed derivation of this breakdown over multiple timesteps can
be found in Schulman et al. [47].

(2) Multiobjective with Average Health (Avg-Health-MO): In
order to incorporate health similar to Equation 2, we first examine
a multiobjective agent (see, e.g. [33, 36]) that balances the expected
reward against the health risk the trajectory:

𝜋𝜃
∗

𝜆
= argmax

𝜃

E𝑢∼U,𝜏∼𝜋𝜃 [𝑅(𝜏)] − 𝜆E𝜏∼𝜋𝜃 [Hrisk(𝜏)].

Here 𝜆 is a hyperparameter to control the agent’s trade-off between
the two objectives. Similar to the gradient formulation in case of
optimizing reward only, we optimize this multiobjective reward by
replacing 𝑅(𝜏) with 𝑅(𝜏) − 𝜆Hrisk(𝜏) in Equation 3.

(3) Multiobjective with Worst Case Health (CVaR-MO): Fi-
nally, we will examine an agent that optimizes for the health of
worst-case users directly via the Conditional Value-at-Risk (CVaR).
Our overall objective for a given 𝛼 and 𝜆 (as in Equation 2) is

𝜋𝜃
∗

𝛼,𝜆
= argmax

𝜃

E𝑢∼U,𝜏∼𝜋𝜃 [𝑅(𝜏)] − 𝜆CVaR𝛼 (Hrisk |𝜋 ) (4)

However CVaR is a property of policy 𝜋 and the definition of
CVaR (Equation 1) cannot be decomposed as a sum over each tra-
jectory 𝜏𝑖 . Hence, we follow Rockafellar et al. [45] to rewrite CVaR
as:

CVaR𝛼 (Hrisk |𝜋 ) =
[
𝜈𝛼 (𝜋 ) +

1
1 − 𝛼 E𝜋 [(Hrisk(𝜏) − 𝜈𝛼 (𝜋 ))

+]
]

where 𝜈𝛼 (𝜋 ) is the VaR at 𝛼 for the policy 𝜋 , and (𝑥)+ = max(0, 𝑥).
Since CVaR is thus expressed as an expectation over trajectories 𝜏
drawn from the policy 𝜋 , we are able to combine the two terms of
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our objective such that:

𝜋𝜃
∗

𝛼,𝜆
= argmax

𝜃

E𝑢∼U,𝜏∼𝜋𝜃

[
𝑅(𝜏) − 𝜆

(
𝜈𝛼 (𝜋 )

1
1 − 𝛼 (Hrisk(𝜏) − 𝜈𝛼 (𝜋 ))

+
) ]

= argmax
𝜃

E𝑢∼U,𝜏∼𝜋𝜃𝑅
′(𝜏, 𝜈𝛼 (𝜋 ))

(where 𝑅′(𝜏, 𝜈𝛼 (𝜋 )) = 𝑅(𝜏) − 𝜆
(
𝜈𝛼 (𝜋 ) + 1

1−𝛼
(
Hrisk(𝜏) − 𝜈𝛼 (𝜋 )

)+))
Note that our modified reward function 𝑅′(𝜏, 𝜈𝛼 (𝜋 )) is not only
a function of trajectories 𝜏 but also the policy 𝜋 because of the
𝜈𝛼 (𝜋 ) term and hence the gradient of the term with VaR is not as
straightforward. One approach to write a policy gradient update
that respects the dependence of 𝜈 on 𝜋 is to treat it as a parameter
of the model and then alternately update it with 𝜃 [11]. However,
this has only been shown to converge well in smaller MDPs. In
comparison, Tamar et al. [53, 54] introduce a much simpler ap-
proach that allows minibatching. They prove that as long as the
risk score is continuous and bounded, one can approximate the
gradient of CVaR for a minibatch by first estimating the VaR over
the users in the minibatch and then plugging it into the modified
reward function to compute a REINFORCE update for 𝑅′ [61]. The
approximation for the gradient estimate can hence be written as

∇𝜃E𝑢∼U,𝜏∼𝜋𝜃𝑅
′(𝜏, 𝜈𝛼 (𝜋 )) ≈ ∇𝜃E𝑢∼U,𝜏∼𝜋𝜃𝑅

′(𝜏, ˜𝜈𝛼 )

where ˜𝜈𝛼 is equal to the 𝛼-th percentile Hrisk in a sample of tra-
jectories from 𝜋𝜃 . The gradient estimate is only an approximation
because ˜𝜈𝛼 is a biased estimator of the VaR𝛼 (𝜋 ) of the entire user
population, however, the estimator ˜𝜈𝛼 is a consistent estimator [54]
i.e. choosing a large enough sample reduces the bias to 0. Hence, in
our experiments, we choose a large enough minibatch (equal to 128)
for each policy gradient step [54]. Now, using the log-likelihood
ratio trick from Williams [61], the final formulation of the gradient
step looks as follows

∇𝜃E𝜏∼𝜋𝜃𝑅′(𝜏, ˜𝜈𝛼 ) = E𝜏∼𝜋𝜃∇𝜃 log 𝑃 (𝜏 |𝜋𝜃 )×[
𝑅(𝜏) − 𝜆

1 − 𝛼 (Hrisk(𝜏) − ˜𝜈𝛼 )+
]

(5)

Similar to our previous objectives, during training, this expectation
can be estimated as an average over sampled trajectories from 𝜋𝜃
to compute the empirical gradient estimate.

5 EXPERIMENTAL DESIGN
We conduct experiments on a simulation experiment framework
built on the Movielens 1M (ML-1M) dataset. In this section, we
first describe a simulation framework that allows us to study the
disparate effect of a greedy recommendation policy (Reward Op-
timizing) on different user groups. Second, we define a Recurrent
Neural Network (RNN) architecture for the recommendation agent
that fits our framework.

5.1 Simulated Movie Recommendations
In the movie recommendation simulation, we consider the set of
items to be the set of movies in the Movielens 1M dataset [22]. As a
proxy for Hrisk, we associate each movie with a Violence tag score
from the Movielens Tag-genome Dataset [58], ranging from 0 to 1
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Figure 4: Distribution of Violence scores for different movie
genres in ML-1M dataset. The genres are sorted in the de-
creasing order of the average violence score (Hrisk) of their
movies.

for each movie. Our purpose in this investigation is not to suggest
that violence is the right measure of health risk for movies (see e.g.
[1, 13] for a more detailed discussion), but rather to illustrate how
one might go about balancing risks for a given definition of health.
We will assume that the health risk of a user trajectory is equal to
the average of violence tag scores of the movies in the trajectory.

For the simulation experiments, each movie is also associated
with a list of genres that we represent as a multi-hot vector embed-
ding. The set of users are sampled from a set where each user is
interested in exactly one movie genre, i.e. each user can be repre-
sented by a one-hot vector of size equal to the set of movie genres
(say u𝑖 ). To define the ground truth rating for each user and movie
pair, we use two user models:

(A) genre-only: 𝑟∗
𝑖, 𝑗

= ⟨u𝑖 , v𝑗 ⟩ i.e. the dot product between u𝑖
is the one hot embedding of the user and v𝑗 is the multi-hot
embedding of the movie.

(B) quality*genre: 𝑟∗
𝑖, 𝑗

= 𝑞 𝑗 × ⟨u𝑖 , v𝑗 ⟩ where 𝑞 𝑗 is the aver-
age rating of movie 𝑗 in ML-1M dataset normalized over all
movies to be in [0,1].

Even though the sequential recommendation framework (Section 3)
and the proposed methods (Section 4) apply to a more general setup,
wemake some simplifying assumptions here. First, the (unobserved)
user state in the Movie Recommendation setup is stationary, i.e.
a user’s preference for a movie doesn’t change based on their in-
teractions with the agent. Secondly, the space of all possible user
behaviors, even though combinatorial in size, is relatively small
and thus not a significant test of generalization to new types of
users at test time. We discover that even in this simplified environ-
ment, there are still substantial challenges for a recommender to
balance health risk and user satisfaction. As such, we believe that
these simplifications are valuable to more precisely study different
approaches to address these challenges.
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Figure 5: Architecture of a single step of the Recommenda-
tion Agent. At each time step for a user, the agent receives as
input the previous recommendation and the corresponding
reward, and outputs a distribution over items from which a
recommendation is sampled.

In our simulation setup, each user starts with an empty history,
i.e. their initial observed state is empty. Starting from 𝑡 = 0, the
agent recommends a movie at each time step and then adapts to
the feedback from the user for the next step. The challenge for
the agent, in our setup, is to figure out the preferred genre of the
user, hopefully in the initial few steps of each trajectory, and then
exploit that knowledge to collect high rewards for the remaining
steps while not being allowed to recommend duplicate movies in a
trajectory. A successful agent would be able to find a policy that
can conduct this adaptive inference for each user at the test time.

Inherent Trade-offs. While this is a deliberately simple setup,
we will see that it leads to non-trivial trade-offs between our two
objectives. The essential tension in this simulation is that some
genres have disproportionately more movies with violent content
(e.g. Crime, War, etc.) as shown in Figure 4. The users that prefer
these genres are likely to have trajectories with higher Hrisk and be
in the top (1 − 𝛼)th percentile users in terms of risk. The CVaR-MO
agent investigates whether we can tune the recommendations for
these users to reduce their exposure to violent content with minimal
impact on other users. In comparison, the average health agent (Avg-
Health-MO) would suppress the movies with violence uniformly
across all users, even though some trajectories may already have
been sufficiently healthy.

5.2 Neural Recommendation Agent
For our experiments, we use a Recurrent Neural Network (RNN)
based recommendation agent. RNNs are well-suited to the sequen-
tial decision-making tasks as they canmodel the temporal dynamics
of user interaction histories and have thus been studied in several
works on sequential recommendations [9, 26, 35, 55].

At each time step in the trajectory, our recommendation agent
(see Figure 5) takes as input the previous recommendation and the
corresponding reward. It maps the recommendation to a learned
embedding of the movie, passes the embedding and the reward
through an LSTM layer followed by a fully-connected layer with a

softmax output. To prevent duplicate recommendations in a trajec-
tory, a mask corresponding to the previously recommended movies
is applied to the softmax before sampling the next recommendation.
In our simulation setup, we consider users with no history (cold
start), and hence the input at 𝑡 = 0 of a user trajectory is a unique
start token and a zero reward.

One key aspect of our setup is that when a user arrives at the
recommender system, the agent has no information about the user.
Hence, the agent’s hidden state (the LSTM layer) has to implicitly
infer the user preference through the user’s actions starting from
𝑡 = 0. Additionally, before training, the agent has no knowledge
about the genres and qualities of the movies as well, and hence, it
also needs to learn a meaningful representation for each movie in
the embedding layer. This leads to an interesting cold-start sequen-
tial recommendation problem where even though we limit the user
set to a few types of users, the agent has the challenge of learning
both the movie and user representations from behavior patterns
observed during the training phase.

Implementation Details: Our simulation framework is imple-
mented using the Recsim framework [28], and agent models are
defined using Tensorflow and Keras1. For the network architecture,
we set the embedding size and hidden layer size to 20, while the
output layer is of size 3706 (number of movies with genre informa-
tion in our dataset). For training using the proposed methods in
Section 4, each user interacts with the agent for 𝑇 = 20 steps and
their interaction trajectories are logged by the agent for a batch size
of 128 (large minibatch to reduce the variance of the VaR estimates).
We use an Adam optimizer [30] to perform a minibatch gradient
descent update (Equations 3, 5) for 25000 gradient steps with a fixed
learning rate of 0.0025 (selected through a grid search over learning
rates in the range [0.001, 0.1] for the Reward Optimizing method).
For the reward, we use a discounting factor (Section 4) of 𝛾 = 0.1
for genre-only user model and 𝛾 = 0 for quality*genre user model
(selected through a grid search over 𝛾 values in {0, 0.1, 0.2, . . . , 0.9}
for the Reward Optimizing method), and we use the mean reward as
the baseline term for all the policy gradient updates [60]. Through-
out, when working with CVaR, we use 𝛼 = 0.9, i.e., we consider
the top 10% users as those experiencing worst-case risk, and vary
𝜆 ∈ [0, 100]. For optimizing for Average Hrisk, we vary 𝜆 ∈ [0, 10].

5.3 Evaluation Setup
During the training phase, as we discussed earlier, the agent has to
learn both the movie and user representations from user interac-
tions. Once the agent is trained, we simulate the evaluation phase
where the environment samples a user from the different types of
users to simulate a trajectory of size T=20. At each step, the agent
selects the recommendation that is equal to argmax of the Softmax
layer (as compared to sampling during the training phase), and the
environment returns the reward based on the identity of the user.
In this work, we compare the following methods: (a) Reward Opti-
mizing, (b) Avg-Health-MO, (c) CVaR-MO, (d) the filtering-based

1The experiments in this paper can be reproduced using the publicly available code at
http://github.com/nnn/nnnn.nnnnnn

http://github.com/nnn/nnnn.nnnnnn
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baseline agent (described below). Since training using reinforce-
ment learning methods is often subject to high variance and in-
stability [2, 56] and since the ability of the model to learn relies
heavily on randomized exploration during training, we perform
the training five times for each setting of 𝜆 in (b), (c) and (d), and
drop two of the five models with the lowest combined training
objective values (i.e. 𝑅(𝜏) − 𝜆CVaR(𝜋 ) for CVaR-MO, 𝑅(𝜏) − 𝜆Hrisk
for Avg-Health-MO, and 𝑅(𝜏) for filtering-based baseline) to report
the mean and standard error of metrics in the form of error bars
during the evaluation.

Filtering Baseline. One intuitive way to impose a constraint on
the health risk experienced by the users is to filter all movies above
a certain threshold of violence score Hrisk. We incorporate this
approach as a baseline in our analysis as follows. During training
and evaluation, we multiply a mask to the output layer so that the
model will not recommend movies with Hrisk ≥ 𝜆 (for a given
𝜆 ∈ (0, 1]). In our experiments, we vary the value of 𝜆 to train
different Reward optimizing agents to obtain a trade-off between
health and reward.

6 EMPIRICAL EVALUATION AND RESULTS
In this section, we present an empirical evaluation of the approaches
described in Section 4 on the simulation environment for movie
recommendations.

6.1 Reward-optimizing distributes health risks
unequally
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Figure 6: Distribution of the average Hrisk for different
types of users through the Reward Optimizing agent (𝜆 = 0).

To examine how solely optimizing for reward leads to some users
experiencing very unhealthy trajectories, we plot the distribution
of average Hrisk per user under the Reward-optimizing agent for
the two user models (Section 5) in Figure 6. The distribution demon-
strates that training without considering health at all leads to health
risk (in this case, violence in movies) being unevenly distributed
across users. Specifically, those users interested in genres with a
higher prevalence of violent movies (see Figure 4) are exposed to
a higher level of health risk, particularly when quality is incorpo-
rated into the user model. The quality*genre model leads to more

users with Hrisk ≥ 0.5 which can be attributed to the fact that the
genres corresponding to worst-case users have a higher correla-
tion between quality and violence (0.30, 0.41, 0.27 respectively for
Crime, Western, Action genres) than that of the genres on the left
extreme of the Hrisk axis ( 0.05, -0.02, 0.04 respectively for Musical,
Children’s, Romance genres). In the next sections, we investigate
how our multiobjective formulations can be used to mitigate these
risks to both the average and worst-case users.

6.2 Trading off between Health and Reward
To investigate the tradeoff between Health and Reward for the dif-
ferent approaches discussed in Section 4, we compare CVaR-MO
(CVaRMultiobjective), Avg Health-MO (Average Health Multiobjec-
tive) and the filtering-based baseline agents for a range of 𝜆 values
to control the agent’s tradeoff between health and user ratings.
Figure 7 visualizes the tradeoff in terms of both the average and
worst-case health risk (CVaR). Starting from the performance of
the Reward optimizing agent, i.e. 𝜆 = 0, as we increase the value
of 𝜆 for each of the three methods, we see the average Hrisk (and
CVaR) decreases while also reducing the average ratings by the
user. A better trade-off is one that allows Hrisk to be reduced with a
small reduction in Ratings. We observe that when evaluating health
risk in terms of the worst case users (plots on the right), i.e. CVaR,
the CVaR-MO agent leads to a significantly better rating vs. risk
tradeoff than the Avg-Health-MO agent, as expected.

Surprisingly, even when evaluating in terms of average health,
for most values of health risk, the CVaR-MO agent outperforms
Avg-Health-MO (plots on the left). One possible explanation for
this observation is the tension between the health risks for different
genres. Some genres have disproportionately more movies with
violent content (e.g. Crime, Action, etc. in Figure 4) and users who
prefer these genres are more likely to be recommendedmore violent
items. The Avg-Health-MO agent’s objective function penalizes
the recommendations of movies with violence uniformly across all
users, even thosewith low prevalence of violence, and so it penalizes
some high rating items for users interested in these low risk genres.
In comparison, by definition, the CVaR-MO objective focuses more
on users interested in genreswith the highest prevalence of violence,
and as a result, may need to make less of a trade-off between ratings
and health for the rest of the users.

6.3 Variance of the Hrisk distribution
To further investigate the differences between these two training
objectives, we compare two models trained on the genre-only user
environment setup–one trained using CVaR-MO (𝜆 = 10.0) and
Avg-Health-MO (𝜆 = 0.6), both of which achieve a similar average
Hrisk (0.122 and 0.120 respectively) during evaluation. In Figure 8,
we visualize the risk score distributions across different users for
these two sample models. We observe that the CVaR-MO agent is
able reduce the variance of the Hrisk, despite having a similar mean
to the Avg-Health-MO agent. While the CVaR-MO agent achieves
this by optimizing for the worst case users, the objective used by
the Avg-Health-MO agent only brings the average down without
being sensitive to the worst cases.
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Figure 7: Trade-off between health risk and average ratings for recommendation policies trained on genre-only and qual-
ity*genre user models. A model that performs better is one more in the top-left corner of each plot, i.e. if it has higher ratings
and lower health risk.
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Figure 8: Comparison between the distribution of health
risks over users for two agent models that achieve sim-
ilar average Hrisk (solid line) but significantly different
CVaR0.9(Hrisk) (dotted line).

7 CONCLUSION
In this paper, we have proposed a new goal for designing responsi-
ble recommender systems to improve the healthiness of all users’
experiences. We explore a range of approaches for recommendation

systems that seek to balance two competing objectives: optimizing
for positive feedback and limiting cumulative exposure to unhealthy
items. In particular, we propose taking a safe reinforcement learning
approach that doesn’t just balance the amount healthiness of the
user experience on average but also in the worst case. We propose
a Movielens based simulation environment to study this trade-off
and demonstrate that a purely rating optimizing agent could lead
to unhealthy outcomes disproportionately shared by a subset of
users. We also show that an agent who optimizes for both ratings
and average health can, indeed, improve the health outcomes for
some users but fails to account for those users who are most likely
to experience unhealthy content. For this, we turn to an agent that
balances ratings against tail risk, showing that it not only improves
the health of worst-case users but also leads to better tradeoffs in
the average case as well. We believe this is an important step in
responsibly designing recommender systems that can benefit all
users and hope it can provide a foundation for future research to
improve more aspects of the user experience.
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