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DETAILED ACTION

Sum.maty of the Invention

1. Chen et al. (US 4,698,672) teaches a coding system for reducing redundancy. As
described in column 12, line 29 to column 17, line 48, the coding syétem is designed to code
multi-valued digital numbers where the statistical frequency of occurrence of some values in the
series of vaiues forming the digital number is greater than the statistical frequency of occurrence
for other values in the series of values formiﬁg the digital number. The values forming thé
digital number are generally the integers 0, 1,2, 3, ... and so on. In general, a K-valued digital
number, X(k), is formed by a series of K values, x(k), as follows:

X(k)=x(1), x(2), x(3), . . . x(k), . . ., x(K)
Where 1<k <K. Each value,. x(k), has some value, Vj, from the set of j values, Vi, V,, Vs, .. .,
Vi,..., V;, where lé j <£J. The occurrence of 1 consecutive values, Vj, within the series X(k) is
the runlength of such values denoted by Vji.

For. example; With k=1, ..., 14, if the digital number Xl(k)=01000000100021, Vo =0,V
=1 and V; =2 then Xy(k)=Vo', Vi, V', Vi', Vi, V', Vi'. In the series values forming Xy(k), the
first value Vo =0 (first value) occurs most frequently, the second value V; =1 (second value)
occurs next most frequently, and the other value V; =2 (other value) occurs least frequently.

Assume that when the first value, Vy (first value), is followed by the second value, V,
(second value), that the second value is implied and such code is denoted Co;' where i répresents
the number of consecutive first values Vy preceding the implied second value, V. Assume that

when the first value Vy (first value), is not followed by the second value, V (second value), but
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is followed by V; (other value), such code is denoted Co;™. Assume that any other value is
amplitude codf:d with A, =2. With such a notation, X, (k)=Cg, L Col, Cor, Az', Co’.

In order to code X; (k)=Cy D Cod, C01'3, Ay, Cmo, each of the values Cp, ', C1® and so
forth are represented by a unique statistical code from a runlength table such that the statistically
more frequently occurring values have shorter code lengths and the statistically less frequently
occurring values have longer code lengths. Thus, the unique statistical code representing Co;’
(first runlength code values) has shorter code lengths than the one representing Cor™ (second
runlength code values), since the first value Vo occurs most frequently while the second value V,

occurs next most frequently and the other value V; occurs least frequently.

Claim Rejections - 35 USC § 102
2. The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that form the

basis for the rejections under this section made in this Office action:

A person shall be entitled to a patent unless —

(b) the invention was patented or described in a printed publication in this or a foreign country or in public use or on
sale in this country, more than one year prior to the date of application for patent in the United States.

3. Claims 1, 3,6, 8, 11, 12, 13, 185, 25, 27, 30, 32, 35, 36, 38, 39, 41, 42 and 44 are rejected
under 35 U.S.C. 102(b) as being anticipated by Tescher (US 4,541,012).
Tescher discloses a Video'bandwidth reduction system comprising the following features.
Regarding claim 1,

A method for processing digital signals,
Tescher was di;ected to the processing of digital signal (see Abstract, and column 5, lines 27 to

column 8, line 57).
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where the digital signals have first values, second values and other values,
Tescher’s “first values” were zero (column 8, line 25). Tescher's "second values” were
predictive mean values that were greater than or equal to a run length threshold (column 7, lines
43-56). Tescher's "other values” included a block address of a next block to be updated and a
frame sync code (Fig. 8; column 8, lines 26-28).
to reduce the amount of data utilized to represent the digital signals and to form
statistically coded signals.such that the more frequently occurring values of digital
signals are represented by shorter code lengths and the less frequently occurring values
of digital signals are represented by longer code lengths,
Tescher taught a compression of data that includes Huffman coding technique, "in which the
number of bits per specific character depends upon the probability of occurrence of that
character.” (column 7, lines 4-6; and column 1, lines 62-65). In Huffman coding, fewer bits are
used to encode more frequently bccurring values.
forming first runlength code values representing the number of consecutive first values of
said digital signals followed by said second value,
Tescher taught forming a runlength code value whenever there are consecutive zeros ("first
values") followed by a predictive mean value greater than or equal to a run length threshold
("second value"). See Fig. 7 & Fig. 8; column 8, lines 23-25. Tescher stated the following: "a
run length code corresponding to the number of successive quantized coefficients having value
zero is generated" (column 8§, lines 23-25).
forming second runlength code values representing the number of consecutive first values

of said digital signals followed by one of said other values.
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Tescher taught forming a different runlength code value whenever there are consecutive zeros
(“first values”) followed by a block address of a next block to be updated or a frame sync code
(“other value”). See Fig. 8, column 8, lines 26-28. Tescher stated the following: “If the zero
run extends to the end of the block, a special end of block code is generated” (column 8, lines

26-28).

Regarding claim 3, Tescher disclose,
“including the step of encoding said first and second ﬁnlength code values with a sign
value.
Tescher taught encoding values with a sign value. Tescher stated the following: "In the
preferred embodiment, each quantized cosing coefﬁciént comprises a 12 bit digital character

having 1 sign bit and 11 bits of magnitude" (column 7, lines 45-18).

Regarding claim 6, Tescher disclose,
A method fo.r processing input signals to reduce the amount of data utilized to représent
the input sfgnals, the steps comprising,
Tescher was directed to the compression of digital signals‘(see Abstract; Description of the
Preferred Embodiments, column 5 line 27 to column 8, line 57).
processing the input signals to form processed signals where the processed signals are
digital numbers havin‘s;7 ﬁr"st values, second values, and other values,
Tescher's "first values" were zero (column 8, line 25). Tescher's "second values" were predictive

mean values that were greater than or equal to a run length threshold. (column 7, lines 43-56).
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Tescher's "other values" included a block address of a next block-to be updated and a frame sync
code.
coding each digital number to form statistically coded signals such that the more.
frequently occurring values in the digital numbers are represented by shorter code
lengths and the less frequently occurring values of coded signals are represented Zwy
longer code length,
Tescher taught a compression of data that included Huffman coding technique. Tescher stated
the following: "in which the number of bits per specific chafacter depends upon the probability
of occurrence of that character" (column 7, lines 4-6; column 1, lines 62-65). In Huffman
| coding, fewer bits are used to encode more frequently occurring values.
said coding including, forming first runlength code values representing the number of
consecutive first values followed by said second value in a digital number,
Tescher taught forming a‘runlength code value whenever there were consecutive zeros ("first
values") followed by a predictive mean value greater than or equal to a run length threshold
* ("second value"). See Fig. 7 & Fig. 8. Tescher stated the following: "a run length code
corresponding to the number of successive quantized coefficients having value zero is generated"
(see column 8, lines 23-25).
formiﬁg second runlength code values representing the number of consecutive first values
followed by one of said other values in the digital number. |
Tescher taught forming a different runlength code value whenever there were consecutive zeros

("first values") followed by a block address of a next block to be updated or a frame sync code
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("other values"). See Fig. 8. Tescher stated the following: "If the zero run extends to the end of

the block, a special end of block code is generated” (see column 8, lines 26-28).

Regarding claim 8, Tescher discloses
wherein said coding step includes the step of encodz:ng said first and second ruﬁlength
code values with a sign value.
' Tesche.r taught encoding values with a sign value.:. Tescher stated the following: "In the
preferred embodiment, each quantized cosine coefficient comprises a 12 bit digital charécter

having 1 sign bit and 11 bits of magnitude” (column 7, lines 45-48).

Regarding claim 11, Tescher discloses
wherein said coding step further includes the step of providing an end code to designate
the end of a digital number.

‘Tescher taught the use of an end code. Tescher stated the following: "If the zero run extends to

the end of the block, a special end of block code is generated" (column 8§, lines 26-28).

Regarding claim 12, Tescher discloses

A method for processing digital signals
Tescher was directed to the processing of digital signél (see Abstract, and column 5, lines 27 to
column §, line 57).

where the digital signals have first values, second values and other values,
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Tescher’s “first values” were zero (column 8, line 25). Tescher's "second values" were
 predictive mean values that were greater than or equal to a run length threshold (column 7, lines
43-56). Tescher's "other values" included a block address of a next block to be updated and a
frame sync code (Fig. 8; column 8§, lines 26-28).

where the processing reduces the amount of data utilized to represent the digital signals

and where the procesking forms_statistically coded signals such that the more frequently

occurring values o‘f digital signals are repre;ented by shorter code lengths aﬁd the less -

frequently occurrirllg values of digital signals are represented by longer code lengths;
Tescher taught a compression of data that includes Huffman coding technique, "in which the
number of bits per specific character depends upon the probability of occurrence of that
character." (column 7, lines 4-6; and column 1, lines 62-65). In Huffman coding, fewer bits are
used to encode more frequently occurring values.

foming a first code value representing a set of said ﬁrst valués followed v‘by said second

value,
Tescher taught forming a runlength code value whenever there are consecutive zeros ("first -
values") followéd by a predictive mean value greater than or equal to a run length threshold
("second value"). See Fig. 7 & Fig. 8; column 8§, lines 23-25. Tesche'r stated the folloWing: _"a
run length code corresﬁonding to the number of successive quantized coefficients having value
zero is generated" (column 8, lines 23-25).

forming a second code value representing a set of said first values followed by one or

more of said other values.
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Tescher taught forming a different runlength code value whenever there are consecutive zeros
(“first values”) followed by a block address of a next block to be updated or a frame sync code
(“other value”). See Fig. 8, column 8, lines 26-28. Tescher stated the following: “If the zero
run extends to the end of the block, a special end of block code is generated” (column. 8, lines

26-28).

Regarding claim 13,
A method for processing digital 'signals to reduce the amount of data utilized to represent
the digital signals, the steps comprising,
Tescher was direct.e_d to the processing of digital signal (see Abstract, and column 5, lines 27 to
column 8, liﬁe 57).
processing thé digital signals to form processed signals where the processed signals are
multivalued digital numbers and have first values, second values, . , J-values, (j+1)- )
values, . . ., n-values for j rangir;g from 1 to n, and have other values,
It is noted that the claimed “j” can be ranged from 1 to n as recited. Therefore, Tescher
anticipates the claimed features when “” is ranged from 1 to 2. Tescher’s “first values” were
zero (column 8, line 25). Tescher's "second values” were predictive méan values that were
- greater than §r equal to a run length threshold (column 7, lines 43-56). Teschér's "other values"
included a block address of a next block to be updated and a frame sync code (Fig. 8; column 8,
lines 26-28).
coding said processed signals to form statistically coded signals such that the more

frequently occurring values of the processed signals are répresented by shorter code
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' léngths and the less frequently occurring values of coded signals are refresented by
longer code lengths,
Tescher taught a compression of data that includes Huffman coding technique, "in which the
number of bits per specific character depends upon the probability of occurrence of that A
character." (column 7, lines 4-6; and column 1, lines 62-65). In Huffman coding, fewer bits are
used to encode more frequently occurring values.
said coding including, forming jy, runlength code values representing the number of
consecutive processed signals of said first value followed by said j+1 value, for each
value of j from 1 to n,
Tescher taught forming a runlength code value whenever there are consecutive zeros ("first
values")'followed by a predictive mean value greater than or equal to a run length threshold
("second value"). See Fig. 7 &VFig. 8; column 8, lines 23-25. Tescher stated the following: "a
run length code corresponding to the number of successive quantized coefficients. having value
zero 1s generated" (columﬁ 8, lines 23-25).
Sforming additional runlength code values representing the number of consecutive
processed signals of said first value followed by any of said other values.
Tescher taught forming a different runlength code value whenever there are consecutive zeros
(“first values;’) followed by ablock addréss of a next bl(')ck to be updated or a frame sync code
(“other value”). See Fig. 8, column 8, lines 26-28. Tescher stated the following: “If the zero
run extends to the end of the block, a special end of block code is generated” (column 8, lines

26-28).
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‘Regarding claim 15,
wherein said coding step includes the step of encoding said j runlength code values with
a si;gn value.
Tescher taught encoding values with a sign value. Tescher stated the following: "In the
preferred embodiment, each quantized cosine coefficient cémprisés a 12 bit digital character

having 1 sign bit and 11 bits of fnagnitude" (column 7, lines 45-18).

Regarding claim 25,
An apparatus for processing dig'ital signals,
Tescher was directed to the processing of digital signal (see Abstract, and column 5, lines 27 to
column 8§, line 57).
where the digital signals have first values, second vajues and other values,. _
Tescher’s “first values” were zero (column 8, line 25). Tescher's "second values" were
predictive mean values that were greater than or equal to a run length threshold (column 7, lines
43-56). Tescher's "other values" included a block address of a next block to be updated and a
frame sﬁc code (Fig. 8; column 8, lines 26-28).
to reduce the amount of data utilized to represent the digital signals and to form
statistically coded signals such that the more frequently occurring values of digital
signals are represented by shorter code lengths and the less frequently océurring values
of digital signals are represented by longer code lengths, comprising,
Tescher taught a compression of datg that includes Huffman coding technique, "in which the

number of bits per specific character depends upon the probability of occurrence of that
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character." (column 7, lines 4-6; and column 1, lines 62-65). In Huffman coding, fewer bits are
" used to encode more frequently occurring values.
means for forming first runlength code values representing the number of consecutive
first values of said digital signals followed by said second value,
Tescher taught forming a runlength code value whenever there are consecutive zeros ("first
values") followed by a predictive mean value greater than or equal to a run length threshold
"second value"). See Fig. 7 & Fig. 8; column 8, lines 23-25. Tescher stated the following: "a
run length code corresponding to the number of successive quantized coefficients having value
zero is generated" (column 8§, lines 23-25).
means for forming second runlength code values representing the number of consecutive
first values of said digital signals followed by one of said other values.
Tescher taught forming a different runlength code value whenever there are consecutive zeros
(“first values™) followed by a block address of a next block to be updated or a frame sync code
(“other value™). See Fig. 8, column 8, lines 26-28. Tescher stated the following: “If the zero
run extends to the end of the block, a special end of blbck code is generated” (column 8, lines

26-28).

Regarding claim 27,
Surther including means for encoding said first and second runlength code values with é

~ sign value.
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Tescher taught encoding values with a sign value. Tescher stated the following: "In the
preferred embodiment, each quantized cosine coefficient comprises a 12 bit digital character

having 1 sign bit and 11 bits of magnitude" (column 7, lines 45-18).

Regarding claim 30,
An apparatus for processing input sigﬁals to reduce the amount of data utilized to
represent the input signals, the apparatus comprising,
Tescher was directed to the processing of digital signal (see Abstract, and column 5, lines 27 to
column 8, line 57).
means for processing the input signals to form processed signals where the processed
signals are digital numbers having first values, second values, and other values,

L]

Tescher’s “first values” were zero (column 8, line 25). Tescher's "second values" were
. predictive mean values that were greater than or equal to a run length threshold (column 7, lines
43-56). Tescher's "other values" included a block address of a next block to be updated and a
frame sync code (Fig. 8; column 8, lines 26-28).
means for coding each digital number to form statistically coded signals such that the
more frequently occurring values in the digital numbers are represented by shorter code
lengths and the less freqﬁently dccurring values in the digital numbers are represented by
longer code lengths, said means for coding including,

Tescher taught a compression of data that includes Huffman coding technique, "in which the

number of bits per specific character depends upon the probability of occurrence of that
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character.” (column 7, lines 4-6; and column 1, lines 62-65). In Huffman coding, fewer bits ére
used to. encode more frequently occurring values.
meansfor forming first runlength code values representing the number of consecutive
first values followed by said second value in a digital number,
Tescher taught forming a runiength code value whenever there are consecutive zeros ("first
values") followed by a predictive mean value greater than or equal to a run length threshold
("second value"). See Fig. 7 & Fig. 8; column 8, lines 23-25. Tescher stated the following: "a
run lengtﬁ code corresponding to the number of successive quantized coefficients having value
zero is generated” (column 8, lines 23-2l5).
means for formz’ﬁg second runlength code values representing the number of consecutive
first values followed by one of said other values in the digital number.
Tescher taugﬁt forming a differént runlength code value whenever there are consecutive zeros
(“first values”) followed by a block address of a next block to be updated or a frame sync code
(“otﬁer value”). See Fig. 8, column 8, lines 26-28. Tescher stated the following: “If the zero

run extends to the end of the block, a special end of block code is generated” (colurhn 8, lines

26-28).

Regarding claim 32,
wherein said means for coding includes means for encoding said first and second

runlength code values with a sign value.
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Tescher taught encoding values with a sign value. Tescher stated the following: "In the
- preferred embodiment, each quantized cosine coefficient comprises a 12 bit digital character

having 1 sign bit and 11 bits of magnitude" (column 7, lines 45-18).

Regarding clé.im 35,
wherein said means for coding further includes means for providing an end code to
designate an end of a digital number.
Tescher taught the use of an end code. Tescher stated the following: "If the zero run extends to
thg end of theblock, a special end of block code is generated" (column 8, lines 26-28).
Regarding claim 36,
An apparatus for processing digital signals to reduce the amount of data utilized to
represent the digital signals, comprising,
Tescher was directed to the processing of digital signal (see Abstract, and column 5, lines 27 to
column 8, line 57).

" means for processing the digital signals to form processed signals where the processed
signals are multivalued digital numbers and have first values, second values, . . ., j-
values, (j+1)-values, . . ., n-values for j ranging from 1 to n, and have other values,

It is noted that the claimed “J” can be ranged from 1 to n as recited. Theréfore, Tescher
anticipates the claimed features when “j” is ranged ﬁ'oﬁl 1 to 2. Tescher’s “first values” were
zero (column 8§, line 25). Tescher's "second values" were predictive mean values that were

greater than or equal to a run length threshold (column 7, lines 43-56). Tescher's "other values"
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included a block address of a next block to be updated and a frame sync code (Fig. 8; colurﬁn 8,
lines 26-28).
means for coding said processed signals to form statistically coded signals such that the
more frequently occurring values in the digital numbers are fepresented by shorter code
lengths and the less frequently occurring values in the digital ndmbers are represented by
longer code lengths,
Tescher taught a compression of data that includes Huffman coding technique, "in which the
number of bits per specific character depends upon the probability of occurrence of that
-
character."” (column 7, lines 4-6; and column 1, lines 62-65). In Huffman coding, fewer bits are
used to encode more frequently occurring values.
said means for éoding including, means for forming ju runlength code values
representing the number of consecutive processed signals of said first value followed by
said j+1 value, for eéch value of j from 1 to n,
Tescher taught forming a runlength code value whenever there are consecutive zeros ("first
values") followed by a predictive mean value greater than or equal to a run length threshold
("second value"). See Fig. 7 & Fig. 8; column 8, lines 23-25. Tescher stated the following: "a
run length code corresponding fo the number of successive Quantized coefficients having value
zero is generated" (column 8, lines 23-25).
means for forming aciditional runlength code values representing the number of
consecutive processed signals of said first value followed by any of said other values.
Tescher taught forming a different runlength code value whenever there are consecutive zeros

(“first values”) followed by a block address of a next block to be updated or a frame sync code
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(“other value”). See Fig. 8, column 8, lines 26-28. Tescher stated the following: “If the zero
run extends to the end of the block, a special end of block code is generated” (column 8, lines

26-28),

Regarding claim 38,
A method for processing digital signals,
Tescher was directed to the processing of digital signél (see Abstract, and column 5, lznes 27to
column 8§, line 57).
where the digital signals have first values, second values and other values,
Tescher’s “first values” were zero (column 8, line 25). Tescher's "second values" were
predictive mean values that were greater than or equal to a run length threshold (column 7, lines
43-56). Tescher's "other values" included a block address of a next block to be updated and a
frame sync code (Fig. 8; column 8, lines 26-28).
where the processing reduces the amount of data utilized to represent the digital sign‘als
and where the processing forms statistically qoded signals such tha? the more frequéntly
occurring values of digital signals are represented by shorter code lengths and the less
[frequently occurring values of digital signals are represented by lt;nger code lengths,
Tescher taﬁght a compression of data that includes Huffman coding technique, "in which the
- number of bits per specific character depends upon the probability of occurrence of that
character.” (co;umn 7, lines 4-6; and col@n 1, lines 62-65). In Huffman coding, fewer bits are

used to encode more frequently occurring values.
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where a first code value is formed representing a set of said first values followed by said
second value,
Tescher taught forming a runlength code value whenever there are consecutive zeros ("first
values") followed by a predictive mean value greater than or equal to a run length threshold
("second value"). See Fig. 7 & Fig. 8; column 8, lines 23-25. Tescher stated the following: "a |
run length code corresponding to the number of successive quantized coefficients having value
zero is generated” (column 8, lines 23-25).
‘a second code value is formed representing a set of said first values followed by one or
more of said other value comprising,
Tescher taught forming a different runléngth code value whenever there afe consecutive zeros -
(“first values”) followed by a block address of a next block to be updated or a frame sync code
(“other value”). See Fig. 8, column 8, lines 26-28. Tescher stated the following: “If the zero
run extends to the end of the block, a special end of block code is generated” (column 8, lines
26-28).
decoding said first code yalue to form a set of said first values followed by said second
value; decoding said second code value to form a set of said first values followed by one
or more of said other values.
Tescher taught inverse processing for the received information code symbols depicted in Fig. 2.
Decoder unit 22’ contains the inverse code tables illustrated in Appendix B whicﬁ generate
. digital values from the received code symbols applied to the input thereof. The tablés are
arranged in a manner similar to that employed in coder unit 22, so that the coded values are all

applied to their respective dedicated tables (column 10, line 3 to column 11, line 51).
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" Regarding claim 39,
A method for processing digital signals to reduce the amount of data utilized to represént
the digital signals, the steps comprising,
Tescher was directed to the processing of digital signal (see Abstract, and column S, lines 27 to
column 8, line 57). |
| processing the digital signals to form processed signals where the processed signals are
multivalued digital numbers and izave first values, second values, . .., j-values, (j+1)-
values, . . ., n-values for j ranging from I to n, and have other values,
It is noted that the claimed “j” can be ranged from 1 ton as recited. Therefore, Tescher
anticipates the claimed features when “j” is ranged from 1 to 2. Tescher’s “first values” were
zerq'(column 8, line 25). Teséher‘s "second values" were prédictivé mean values that were
greater than or equal to a run length threshold (column 7, lines 43-56). Tescher's "other values"
inclﬁded a bloc'k address of a next block to be updated and a frame sync code (Fig. 8; column 8,
lines 26-28).
coding said processed signals to form statistically coded signals such that the more
| ﬁequently occurring values of the processed signals are represented by shorter code
lengths and the less frequently occurring values of codéd signals are represented by
longgr code lengths, said coding including,
" Tescher taught a compression of dafa that includes Huffman coding technique, "in which the

number of bits per specific character depends upon the probability of occurrence of that
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character." (column 7, lines 4-6; and column 1, lines 62-65). In Huffman coding, fewer bits are
used to encode more frequently occurring values.
forming jy runlength code values repré&entt’ng the number of consecutive p.rocessed
signals of said first value followed by said j+1 value, for each value of j from I to n,
Tescher taught forming a runlength code value whenever there are consecutive zeros ("first
values") followed by a predictive mean value greater than or equal to a run length threshold
("second value"). See Fig. 7 & Fig. 8; column 8, lines 23-25. Tescher stated the following: "a
run length code correspondiﬁg to the number of successive quantized coefficients having value
zero is generated" (column 8, lines 23-25).
forming additional runlength code values representing the number of consecutive
processed signals of said first value followed by any of said other values,
Tescher taught fonﬁing a different runlength code value whenever there are consecutive zeros
(“first values™) followed by a block address of 2 ﬁext block to be updated or a frame sync code
(“other value”). See Fig. 8, column 8, lines 26-28. Tescher stated the following: “If the zero
run extends to the end of the block, a special end of block code is generated” (column 8, lines
26-28).
transmitting said j,, runlength code values and said additional runlength code values to
a receiver to form received signal including received jy runlength code values and
received additional runlength code values,
Tescher taught the features of transmitting the coded values from a transmitting station to a

receiving station (column 2, lines 32-45). Tescher further taught that the coded values were
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transmitted in a suitable link to the decoder system depjcted in Fig. 2 for providing inverse -
processing for the received information code values (column 10, lines 3-7).
decoding said received signals to form decoded signals, said decoding including,
decoding said received jy, runlength code values to form a number of consecutive
decoded signals of said first value followed by said j+1 value, for each value of j from 1
to n, decoding said received additional runlength code values to form a number of
consecutive decoded signals of said first value followed by any of said other values.
Tescher taught the features of inverse processing for thé receivedlinf(;mnation code symbols
depicted in Fig. 2. Decoder unit 22” contains the inverse code tables illustrated in Appendix B
which genérate digital values from the received code symbols applied to the input thereof. The .
tables are arranged in a manner similar to that employed in coder unit 22, so that the coded
values are all applied to their respéctive dedicated tables (column 10, line 3 to column 11, line

51).

Regarding claim 41,
wherein said coding step includes the step of encoding said j runlength code values with
a sign value.
Tescher taught encoding values with a sign value. Tescher stated the following: "In the
preferred embodiment, each quantized cosine coefficient comprises a 12 bit digital character

having 1 sign bit and 11 bits of magnitude" (column 7, lines 45-18).

Regarding claim 42,
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An apparatus for processing input signals to reduce the amount of data utilized to
represent the input signals, the apparatus comprising,
Tescher was directed to the processing of digital signal (see Abstract, and column 5; lines 27t0
column 8, line 57). |
means for processing the input signals to form processed signals where the processed
signals are digital numbers having first values, second valﬁes, and other values,
Tescher’s “first values” were zero (column 8, line 25). Tescher's "second values" were
predictivé mean values that were greater than or equal to a run length threshold (column 7, lines
43-56). Tescher's "other values" included a block address of a next block to be update‘d and a
frame sync code (Fig. 8; column 8, liﬁes 26-28).
means for coding each digital number to form stqtistilcally coded signals such that the
more frequently occurring values in the digital numbers are represented by ;horter code
lengths and the less frequently occurring values in the digital numbers are represented by
_ longer code lengths, said means for coding in'cluding,.,
Tescher taught a compression of data that includes Huffman coding technique, "in which the
number of bits per specific character depends upon the probability of occurrence of that
character.” (column 7, lines 4-6; and column 1, lines 62-65). In Huffman coding, fewer bits are
used to encode more frequently occurring values.
means for forming first runlength code values representing the number of conﬁecutive
first values. followed by said second value in a digital number,
Tescher taught forming a runlength code value whenever there are consecutive zeros ("first

values") followed by a predictive mean value greater than or equal to a run length threshold
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("second value"). See Fig. 7 & Fig. 8; column 8, 1ine§ 23-25. Tescher stated the following: "a
run length code corresponding to the number of successive quantized coefficients having value
zero is generated" (column 8, lines 23-25).
means for forming second runlength code values representing the number of consecutive
first values followed by one of said other vélues in the digital number,
Tescher taught forming a different runlength code value whenever there are consecutive zeros
(“first values”) followed by a block address of a next biock to be updated or a frame sync code
(“other value”). See Fig. 8, column 8, ‘lines 26-28. Tescher s‘pated the following: - “If the zerd
run extends to the end of the block, a special end of block code is generated” (Column 8, lines
26-28). |
means for transmitting said jy runlength code values and said additional runlength code
values to a receiver to form received signal including received jy;, runlength code values
and received additional runlength code values,
Tescher taught the. features of transmitting the coded values from a transmittihg stationto a
receiving station (coiumn 2, lines 32-45). Tescher further taught that the coded values were
- transmitted in a suitable link to the decoder system depicted in Fig. 2 fdr' providing inverse
procgssing for the received information code values (column 10, lines 3-7).
means for decoding said received signals toform decoded signals, said means for
decoding including, means for decoding said received ju runlength code values to form a
number of consecutive decoded signals of said first value followed by said j+1 value, for

each value of j from I to n, means for decoding said received additional runlength code
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values to férm a number of consecutive decoded signals of said first value followed by

any of said other values. |
Tescher taught the features of inverse processing for the received information code symbols
depicted in Fig, 2. Decoder unit 22 contains the inverse code tables illustrated in Appendix B
which generate digital values from the received code symbols app1i<.3d to the input thereof. The
tables are arranged in aAmanner similar to that employed in coder unit 22, so that the coded
values are all applied to their respective dedicated tables (column 10, line 3 té column 11, line

51).

Regarding claim 44,
wherein said means for coding includes means for encoding sﬁid first and second
runlength code values with a sign value.
‘Tescher taught encoding values with a sign value. Tescher stated the following: "In the
preferréd embodiment, each quantized cosine coefficient comprises.a 12 bit digital character

having 1 sign bit and 11 bits of magnitude” (column 7, lines 45-18).

STATEMENT OF REASONS FOR PATENTABILITY AND/OR CONFIRMATION
4, The following is an examiner's statement of reasons fo_r patentability and/or confirmation
of the claims found patentable in this reexamination proceeding: |
Clams 2, 4, 5,7, 9, 10, 14, 16-24, 26, 28, 29, 31, 33, 34, 37, 40, 43,45 and 46 are
confirmed. The prior art Tescher (US 4,541,012) discloses a video bandwidth reduction system.

However, Tescher (US 4,541,012) fails to disclose that a method or an apparatus of processing
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input signals to reduce the amount of data utilized to represent the input signals comprises the
following features. Regarding claim 2, the step of amplitude encoding said other values.
Regarding claim 4, wherein said first values have amplitude zero, said second values have
absolute amplitude one, and said other values have absolute amplitudes greater than one whereby
said first and second runlength codes v-alues are formed representing the number of consecutive
Zeros. Regarding claim 5, wherein said first values have the highest frequency of occurrence in
said digital signals, wherein said second values have the next highest frequency of occurrence in
said digital signals, and wherein said other values have fhe lowest frequency of occurrence in -
._slaid digital signals. Regar(_iing claim 7, wherein said coding step includes the step of aniplitude
encoding said other values. Regarding claim 9, wherein said processing step forms said first
values with amplitude zero, forms said second values with absolute amplitude one, and forms
said other values with absolute amplitudes greater than one. Regarding claim 10, wherein a tab]e
is provided storing a plurality of runlength code values representing a plurality of different
numbers of consecutive first values followed by said second value, and storing a plurality of
second runlength cbde values representing a plurality of different numbers of consecutive first
values followed by one of said other values, said first runlength code values and said second
runlength code values statistically organized in said table such that the statistically more
frequently occurring runlength code values are represented by shorter code lengths and the less
frequently occurring values are represented by longer code lengths, and wherein said step of
forming first runlength code values is performed by table lookup from said table, said step of
forming second runlength code values is performed by table lookup from said table. Regarding

claim 14, wherein said coding step includes the step of amplitude encoding said other values.
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Regarding claim 16, wherein said processing step with n=2 forms said first values with j=1 equal
to amplitude zero, forms said second values with j=2 equal to absolﬁte amplitude one, and forms
said other values with absolute amplitudes greater than one. Regarding claim 17, whefein said
processing step forms said first values with j;l equal to amplitude zero, forms said second
values with j=2 equal to absolute amplitude one, and forms third values with j=3 equal to
absolute amplitude two, and forms other values for n=3 with absolute amplitude greater than 2.
Regarding cléim 18, wherein said processing step includes multiple modes of processing said
digital signals to form said prdcessed signals, and includes the step of selecting one of said
modes based upon differences in said input sigﬁals. Regarding claims 19-24, wherein said input
signals represent images and are presented in séquential frames, said processing step including
multiple processing modes for processing said input signals to form said processed signals, and
including the step of forming fhe mean-square difference, dy, between input signals from the
current frame and representations of input signals from the previous frame and includes the step
of forming the mean-square error, dy, between input signals from the present frame and the best
matched representation of input signals from the previous frame, said processing step including
the step of comparing the difference, dy -dy, with a motion threshold Ty, and selecting one of
said modes based bn said comparison. Regarding claim 26, including means for amplitude
encoding said other values.. Regarding claim 28, wherein said first values have amplitude zero,
said second values have absolute amplitude one, and said othef values have absolute amplitudes
_greater than one whereby said first and second runlength codes values are formed representing
the number of consecutive zeros. Regarding claim 29, wherein said first values have the highest

frequency of occurrence in said digital signals, wherein said second values have the next highest
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" frequency of occurrence in said digital signals, and wherein said other values have the lowest

frequency of occurrence in said digital signals. Regarding claim 31, wherein said means for
coding includes means for amplitude encoding said other values. Regarding claim 33, wherein
said rﬁeans for processing forms said first values with amplitude zero, forms said second values
with absolute amplitude one, and forms said other values with absolute amplitudes greater than
one. Regarding claim 34, including an addressable table storing runlength code values
representing different numbers of consecutive first values followed by said second value, and
storing 5 plurality of second runlength code values repreeenting different numbers of said first
values followed by one of said other values, s‘ai.d first runlength code values and said second
runlength code values organiied in said table such that the statistically more frequently occurring
runlength eode values in digital numbers are represented by shorter code lengths and the less
frequently occurring values in digitel numbers are represented by longer code lengths, and
wherein said means for forming first runlength code values includes means for addressing said
addressable table with a runlength number representing the runlength of said first value followed
| by said second value in order to obtain said first runlength code value from said table, and said
means for forming second runlength code values includes means for addressing said addressable
table with a runlength number representing the runlength of said first value followed by one ef
said other values in order to obtain said second runlength code value. Regarding claim 37,
whereie said digital signals represent pixels forming images in sequential frames, said means for
precessing includes multiple mode processing means for processing said digital signals to form
said processed signals, and includes means for forming the mean-square difference, dy, between

digital signals representing pixels of the current frame and digital signals representing pixels of
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the previous frarhe and includes means for forming the mean-square error, dy, between the digital
signals representing. pixels in the present frame and digital signals representing the best matched
pixels of the previous frame, said means for processing further including means for comparing
the differen.cei dy -dy, with a motion threshold Ty, and means for selecting one of said modes
based on said comparison. Regarding claim 40, wherein said coding step includes the step of .
amplitude encoding said other values. Regarding claim 43, wherein said means for coding
includes means for amplitude encoding said other values. Regarding claim 45, wherein said
means for processing forms said first values with amplitude zero, forms said second values with
absolute amplitude oﬁe, and forms said other values with absolute amplitudes greater than one.
Regarding claim 46, including an addressable table storing mnlength code values representing
- different numbers of consecutive first values followed by said second value, and storing a
plurality of second runlength code values representing different numbers of said first values
followed by one of said other values, said first runlength code values and said second runlength
- code values organized in said table such that the statistically more frequently occurring runlength
code values in digital numbers are represented by shorter code lengths and the less frequently
occurring values in digital numbers are represented by longer code lengths, and wherein said
means for forming first runlength code values includes means for addressing said addressable
table with a runlength number represenfing the runlength of said first value followed by said
second value in order to obtain said first runlength code value from said table, and said means for
forming second runlength code values includes means for addressiﬁg said addressable table with
a runlength number representing the runlength of said first value followed by one of said other

values in order to obtain said second runlength code value.



Application/Control Number: 90/007,808 ) Page 29
Art Unit: 3992 '

Any comments considered necessary by PATENT OWNER regarding the above
statement must be submitted promptly to avoid processing delays. Such submission by the
patent owner should be labeled: "Comments on Statement of Reasons for Patentability and/or

Confirmation” and will be placed in the reexamination file.

Comments on Request
5. Regarding claims 2 and 7, first of all, “amplitude encoding values” in the combination of
other claimed features would not be considered obvious in light of the prior art, as there is no
sufficient evidence to show that amplitude encoding the other values is well known in the art,
wherein the other values are following the first values and second'values in the digital sigﬁals
(eﬁphasis added). Chen et al. discloses that the runlength code is typically followed by an
amplitude code which explicitly encodes the actual ampiitude of other values (See column 5,
lines 42-45). Moreover, on lines 23-44 of column 13, Chen et al. describes an example of
amplitude encoding steps for multivalued digital numbers. On the other hand, Tescher discloses
that the data 1s Huffman coded using one the tables 1-6, 8 listed in appendix A (see column 7,
ling 67 to column 8, line 1; column 8, lines 23-28). This clearly shows that the ﬁata values
disclosed in Tescher are encoded by using the tables 1-6, 8 without taking the amplitude value
into account. Therefore, it is respectfully submitted the Tescher ‘s Huffman coding method
without considering the amplitude of data values does not anticipate the claims 2 and 7 of Chen

et al. (US 4,698,672).
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6. Regarding claims 4 and 9, as suggested by Requester, Tescher’s other ;'alues,'depicted in
Fig. 8, and described in column 8, lines 26-28, included a block address of a next blqck to be
updated or a frame sync code, neither of which were limited to being less than or equal to one
(emphasis added). However, the above feaﬁues cannot be found in the prior art. Moreover,
there is not sufficient evidence to show that it was inherent in “runlength coding that runlength

code values represent the number of consecutive zeros”.

7. Regarding claim 5, Requester states the following:
“Tescher's method was applicable to digital signals wherein zeros (“first values")
had the highest frequency of occurrence, predictive mean values greater than or
equal to a run length threshold (“second values") had the next highest frequency
of occurrence, and a block address of a next block to be updated or a frame sync
code (“other values") had the lowest frequency of occurrence. Further, Tescher
taught the general concept of Huffman coding that those values with the highest
frequency of occurrence are represented with shorter lengths than those values
with lower frequency of occurrence. Appendix A. Thus, it would have been
obvious to one of ordinary skill in the art to implement Tescher's compression
fechnique such that those values with the hjgheét frequency of occurrence are

+ represented with shorter lengths than those values with lower frequency of

occurrence. The express teaching of Huffman coding by Tescher provided the

necessary motivation to do so.”
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First of all, it is noted that Tescher fails to teach or suggést the limitations of “wherein
said first values have the highest frequency of occurrence in said digital signals, wheréin said
second values have the next highest frequency of occurrence in said digital signals, and wherein
said other values have the lowest frequency of occurrence in said digital signals” (emphasis
added). Without teaching all the claimed limitations, the prior art of Tescher cannot render claim
5 obvious. In this regard, MPEP 2143.03 states,

“To establish prima facie obviousness of a claimed invention, all the claim
limitations must be taught or suggested by the prior art In re Royka, 490 F.2d
981, 180 USPQ 580 (CCPA 1974). “All words in a claim must be considered in
judging the patentability of that claim against the prior art.” In re Wilson, 424 |
F.2d 1382, 1385, 165 USPQ 494, 496 (CCPA 1970).”

Moreover, for example in Table 4 in Appendix A of Tescher, the entry 0 with highest
occurrence of 5652 is rebrcsented by length 3, while the entry 2 with lower occurrenée 0f 3916 is
represented by length 3 (emphasis added). It clearly shows that the Highest occurrence of 5652
and lower occurrence of 3916 have the same length 3. This example appears to contradict the
Requester’s statements of “Tescher's compression technique such that those values with the
highest frequency of occurrence are represented with shorter lengths than those values with
lower frequency of occurrence”. (Emphasis added). Therefore, it is respe_ctfully submitted that

“ Tescher does not teach or suggest clairﬂ 5 and does not provide the necessary motivation to do

S0.

8. Regarding claim 10, Requester states the following:
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“Tescher taught the use of a table to store Huffman Code values representing
different values (called "Entries") that were organized such that the more

. frequently occurring values were represented by shorter code lengths. Appendix
A. Tescher also taught forming code values by looking up code values from the
table. 7:35-37 ("encoded using dedicated Huffman code table number 7 shown in
appendix A"). It would have been obvious to one of ordinary skill in the art to use
a similar compression code table for the runlength values taught by Tescher. One
of ordinary skill in the art would have been motivated to use such a table for
runlength coding for the same reasons that Tescher used tables for Huffman
coding.”

First of all, it is noted that Tescher fails to teaeh or suggest the limitations of “wherein a
tabie is provided storing a plurality of runlength code values representing a plurality of different
numbers of consecutive first values followed by said second value, and storing a plurality of
second runlength code values representing a piurality of different numbers of consecutive first.
values followed by one of said other values, said first runlength code values and said second
runlength code values statistically organized in s_aid table such that the statistically ;llore
frequently occurring runlength cod‘e values are represented by shorter code lengths and the
less frequently occurring values are represented by longer code lengths, and wherein said
step of forming first runlength code values is performed .by table lookup from said table, said
step of forming second runlength code values is performed by table lookup from said table”
(emphasis added). Without teaching all the claimed limitatioﬁs, the prior art of Tescher cannot .

render clarm 10 obvious. In this regard, MPEP 2143.03 states,
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“To establish prima facie obviousness of a claimed invention, all the claim

limitations rﬁust be taught or suggested by the prior art. In re Royka, 490 F.2d

981, 180 USPQ 580 (CCPA 1974). “All words in a claim must be considéred in

judging the patentability of that claim against the prior art.” In re Wilson, 424

F.2d 1382, 1385, 165 USPQ 494, 496 (CCPA 1970).”

Moreover, for example in Table 4 in Appendix A of Tescher, the entry 0 with highest

oﬁcurrence of 5652 is represented by lgngth 3, while the entry 2 with lower occurrence of 3516 1s
‘represented by le'ngth 3 (emphasis added). It clearly shows that the highest occurrence of 5652
and lower occurrence of 3916 have the same length 3. The Table 4 of Tescher shows that the
statistically more frequently occurring runlength code values are represented by the same code
lengths as the less frequently occurring values (emphasis added). This example appears to
contradict the Requester’s statements of “Tescher taught the use of a table to store Huffman
Code values representing different values (called "Entries") that were organized such that the -
more frequently occurring values were represented by shorter code lengths”. Therefore, it is
respectfully submitted that Tescher does not teach or suggest claim 10 and does not provide the

necessary motivation to do so.

. Conclusion
The patent owner is reminded of the continuing responsibility under 37 CFR 1.565(a), to
apprise the Office of any litigation activity, or other prior or concurrent proceeding, involving
Patent No. 4,698,672 throughout the course of this reexamination proceeding. See MPEP §§

2207, 2282 and 2286.
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In order to ensure full consideration of any amendments, affidavits or declarations, or
other documents as evidence of patentability, such documents must be submitted in ;esponse to
this Qfﬁce action. Submissions after the next Office action, which is intended to be a final
action, will be governed by the requirements of 37 CFR 1.116, after final rejection and 37 CFR

41.33 after appeal, which will be strictly enforced.

Extensions of time under 37 CFR 1.136(a) will not be permitted in these proceedings
because the provisions of 37 CFR 1.136 apply only to "an applicant" and not to parties in a
reexaminatioﬁ proceeding. Additionally, 35 U.S.C. 305 requires that reexarriinatiqn proceedings
"will be conducted with special dispatch" (37 CFR 1.550(a)). Exténsion of time in ex parte

reexamination proceedings are provided for in 37 CFR 1.550(c).

All correspondence relating to this ex parte reexamination proceeding should be directed:
By U.S. Postal Service Mail:

Mail Stop “Ex Parte Reexam”

Central Reexamination Unit

Office of Patent Legal Administration
United States Patent & Trademark Office
P.O. Box1450 :
Alexandria, VA 22313-1450

By FAX : (571) 273-9900
Central Reexamination Unit

By hand: Customer Service Window
Attn: Central Reexamination Unit
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Randolph Building, Lobby Level
401 Dulany Street
Alexandria, VA 22314

Any inquiry concerning this communication or carlier communications from the
examiner, or as to the to the status of this proceeding, should be directed to the Central

Reexamination Unit at telephone number (571) 272-7705.

wang B. Yao

Primary Examiner
(571) 272-3182
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