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The MPEG-4 Audio Standard provides audio and speech coding for natural and synthetic content at bitrates ranging from
2 to 64 kbit/s and above. While the first version of MPEG-4 Audio was finalised in 1998, work continues for Version 2,
complementing MPEG-4 Audio by the following new tools: Error Resilience, Low-Delay Audio Coding, Small Step
Scalability, Parametric Audio Coding, and Environmental Spatialisation.

INTRODUCTION

In the context of evolving multimedia applications – like
digital broadcasting, storage, realtime communication,
the World Wide Web, or games – new demands for ef-
ficient and flexible representation of audiovisual content
arise. Besides high coding efficiency required to cope
with the limited bandwidth of the Internet or in mobile
communication, also new functionalities like flexible ac-
cess to coded data and manipulation by the recipient are
desired. To address these requirements and develop inter-
operable solutions, ISO/IEC started its MPEG-4 stand-
ardisation activities “Coding of audiovisual objects.”

The first version of the MPEG-4 Audio Standard was
finalised in 1998 and provides tools for coding of natu-
ral and synthetic audio objects and composition of such
objects into an “audio scene” [1, 2]. Natural audio ob-
jects (such as speech and music) can be coded at bitrates
ranging from 2 kbit/s to 64 kbit/s and above using Para-
metric Speech Coding, CELP-based Speech Coding or
transform-based General Audio Coding. The natural au-
dio coding tools also support bitrate scalability. Synthetic
audio objects can be represented using a Text-To-Speech
Interface or the Structured Audio synthesis tools. These
tools are also used to add effects, like echo, and mix dif-
ferent audio objects to compose the final “audio scene”
that is presented to the listener.

Because of the very tight schedule of the MPEG-4
standardisation, several promising tools proposed for
MPEG-4 were not mature enough to be included in the
first version of the standard. Since many of these tools

provide desirable functionalities not available in MPEG-4
Version 1, it was decided to continue the work on these
tools for an extension of the standard, MPEG-4 Version 2.

With this extension, new tools are added to the
MPEG-4 Standard, while none of the existing tools of
Version 1 is replaced. Version 2 is therefore fully back-
ward compatible to Version 1, as depicted in Figure 1.

MPEG-4

Version 1

Version 2

Figure 1: Relation between MPEG-4 Versions (after [1]).

In the area of Audio, new tools are added in MPEG-4
Version 2 to provide the following new functionalities:

� Error Resiliencetools provide improved performance
on error-prone transmission channels.

� Low-Delay Audio Codingtools support the transmis-
sion of general audio signals in applications requir-
ing low coding delay, such as realtime bi-directional
communication.

� Small Step Scalabilitytools provide scalable coding
with very fine granularity, i.e. embedded coding with
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very small bitrate steps, based on the General Audio
Coding tools of Version 1.

� Parametric Audio Codingtools combine very low bit-
rate coding of general audio signals with the possibil-
ity of modifying the playback speed or pitch during
decoding without the need for an effects processing
unit.

� Environmental Spatialisationtools enable composi-
tion of an “audio scene” with more natural sound
source and sound environment modeling than is pos-
sible in Version 1.

In the Systems part of MPEG-4, Version 2 specifies a file
format to store MPEG-4 encoded content. Besides other
new tools, also a backchannel for dynamic control and
interaction with a server is specified.

In this paper, first a brief overview of the MPEG-4
Audio Standard and the audio tools available in Version 1
is given. Then the audio tools added in Version 2 are in-
troduced. These tools are described in more detail and
their status in the ongoing standardisation process is dis-
cussed. Finally an outlook on future developments is pre-
sented and conclusions are drawn.

1. THE MPEG-4 AUDIO STANDARD VERSION 1

In audio coding, a variety of source models can be utilised
in combination with appropriate models of the human
perception to reduce the redundancy and irrelevance con-
tained in the audio signal. Figure 2 depicts the general
block diagram of an audio encoder and decoder derived
from these considerations.
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Figure 2: Block diagram of an audio encoder (a) and de-
coder (b).

The MPEG-4 Audio Standard permits coding of nat-
ural audio signals at bitrates ranging from 2 kbit/s up
to 64 kbit/s and above. To obtain optimal coder perfor-
mance over this broad range of bitrates, it is advantageous
to utilise different model assumptions for different target
bitrates [3]. Also the characteristics of the audio material
being coded must be considered, since e.g. specialised
speech coders offer better coder performance for speech
signals at a given bitrate than coders designed for general

audio signals. Because of these considerations, MPEG-4
Audio includes speech coding techniques and general au-
dio coding techniques which are integrated in a common
framework.

Besides data compression, MPEG-4 Audio provides
further so-called “functionalities”:

� Bitrate scalability, often also referred to as embedded
coding, uses a base layer bitstream and one or more
additional enhancement layer bitstreams. If only the
base layer is available to the decoder, it still can be
decoded into a meaningful signal. If one ore more
enhancement bitstreams are also available to the de-
coder, a signal with better quality can be obtained.

� Speed and pitch modificationunder user control dur-
ing playback is provided by some of the coding tech-
niques in MPEG-4 Audio.

Besides coding of natural sound (like speech and music),
MPEG-4 Audio also provides techniques to synthesise
sound based on efficient so-called “structured” represen-
tations. Text representations for Text-To-Speech synthe-
sisers are supported as well as musical score or MIDI rep-
resentations. Music synthesis can be based on so-called
“instrument descriptions”. These tools can also be used
to provide effects, like reverberation, and to mix differ-
ent independently coded audio objects to compose a com-
plete “audio scene” as output signal of an MPEG-4 Audio
decoder.

An overview of the complete MPEG-4 Standard – in-
cluding the Video and Systems parts – is given in [1, 4].
Further information is also available from the MPEG and
MPEG Audio web pages [5, 6].

In the following subsections the different audio tools
available in Version 1 are described.

1.1. Speech Coding

Speech coding at bitrates between 2 and 24 kbit/s is sup-
ported by Harmonic Vector eXcitation Coding (HVXC)
for a bitrate of 2 to 4 kbit/s, and Code Excited Linear
Predictive (CELP) coding for a bitrate of 4 to 24 kbit/s
[7, 8]. In addition, HVXC can operate down to an av-
erage of around 1.2 kbit/s in its variable bitrate mode. In
CELP coding, two sampling rates, 8 and 16 kHz, are used
to support narrowband and wideband speech.

Both HVXC and CELP speech coding provide bitrate
scalability. Since the HVXC is a parametric speech coder,
it provides the functionality of speed and pitch modifica-
tion in the decoder.

1.2. General Audio Coding

Coding of general audio ranging from very low bitrates
up to high quality is provided by transform coding tech-
niques [9, 10]. These tools cover a wide range of bit-
rates and bandwidths. Starting at a bitrate of 6 kbit/s and
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a bandwidth below 4 kHz, also broadcast quality audio
from mono up to multichannel is covered. For very low
bitrates up to 16 kbit/s, the Transform-domain Weighted
INterleaved Vector Quantisation (TwinVQ) tool is used.
For higher bitrates an extended version of the MPEG-2
Advanced Audio Coding (AAC) technology is used. It
is backward compatible with the MPEG-2 AAC and in-
cludes the new modules Long Term Prediction (LTP) and
Perceptual Noise Substitution (PNS).

Both TwinVQ and AAC provide bitrate scalability.
The scalable AAC scheme allows to use not only trans-
form coding but also CELP coding for the base layer bit-
stream.

1.3. Structured Audio

The Structured Audio tools convert a structured represen-
tation into a synthetic sound signal [11, 12, 13]. The de-
coding is described by a special synthesis language called
Structured Audio Orchestra Language (SAOL). This lan-
guage is used to define an “orchestra” made up of “instru-
ments” (downloaded in the bitstream, not fixed in the ter-
minal) which create and process control data. An instru-
ment is a small network of signal processing primitives
that might emulate some specific sounds such as those of
a natural acoustic instrument. The signal-processing net-
work includes both generation and processing of sounds
and manipulation of pre-stored sounds.

Control of the synthesis is accomplished by transmit-
ting “scores” in the bitstream, which invokes or controls
various instruments. The score description can be en-
coded in the Structured Audio Score Language (SASL)
or transmitted as MIDI data.

The Structured Audio tools are also used to apply
simple effects processing – such as filters, reverbs, and
chorus effects – to decoded natural and synthetic audio
objects and to compose them to build the “audio scene”
presented to the listener.

1.4. Text-To-Speech

Text-To-Speech (TTS) synthesis allows to generate syn-
thetic speech from a text or a text with prosodic parame-
ters (pitch contour, phoneme duration, and so on) con-
veyed at bitrates ranging from 200 bit/s to 1.2 kbit/s.
Parameters that allow synchronization to associated face
animation, international languages for text, and interna-
tional symbols for phonemes are supported. It should
be noted that MPEG-4 provides a standardised Text-To-
Speech Interface (TTSI) for the operation of a Text-To-
Speech decoder, but not a normative TTS synthesizer it-
self.

1.5. Profiles and Levels

MPEG-4 provides a large and rich set of tools for the
coding of audio objects. In order to allow effective im-

plementations of the standard, subsets of the tool set have
been identified, that can be used for specific applications.
These subsets, called “Profiles”, limit the tool set a con-
forming decoder has to implement. For each of these Pro-
files, one or more Levels have been specified, restricting
the computational complexity. Four Audio Profiles have
been defined in Version 1:

� The Speech Profileprovides HVXC for very-low
bitrate parametric speech coding, a CELP narrow-
band/wideband speech coder, and a Text-To-Speech
Interface.

� The Scalable Profile, a superset of the Speech Pro-
file, includes General Audio Coding and is suitable
for scalable coding of speech and music for net-
works, such as Internet and Narrowband Audio DIgi-
tal Broadcasting (NADIB).

� The Synthesis Profileprovides the Structured Au-
dio tools for score driven synthesis using SAOL and
wavetables, and a Text-to-Speech Interface to gener-
ate sound and speech using very low bitrates.

� TheMain Profile is a rich superset of the other three
Profiles, containing tools for natural and synthetic au-
dio.

2. NEW TOOLS OF MPEG-4 AUDIO VERSION 2

By extending the MPEG-4 Standard to Version 2, several
new functionalities will become available in the MPEG-4
framework. This extension – formally referred to as
“Amendment 1” – was promoted to “Committee Draft”
status at the March 1999 MPEG meeting [14, 15]. With
most of the technical work being completed, the new au-
dio tools of Version 2 will now undergo subjective ver-
ification tests. Version 2 of MPEG-4 is scheduled to be
finalised in December 1999.

In this section, the Version 2 tools as specified in the
Committee Draft [14, 15] are described. Additionally,
tools that are currently in the so-called “Core Experiment
Check Phase” and probably will be included in Version 2
are described here as well. It should be noted that the set
of tools included in Version 2 is not yet finally decided.

2.1. Error Resilience

The Error Resilience tools provide improved perfor-
mance on error-prone transmission channels. There are
two classes of tools:

� The first class contains algorithms to improve theer-
ror robustnessof the source coding itself, e.g. Huff-
man codeword reordering for AAC.

� The second class consists of general tools forerror
protection, providing unequal error protection for the
MPEG-4 audio coding schemes.
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ImprovedError Robustnessfor the AAC is provided by a
set of tools belonging to the first class of Error Resilience
tools. These tools reduce the perceived deterioration of
the decoded audio signal that is caused by corrupted bits
in the bitstream. The following three tools are provided
to improve the error robustness for the different parts of
an AAC bitstream frame:

� The Virtual CodeBookstool (VCB11) extends the
sectioning information of an AAC bitstream. This
permits to detect serious errors within the spectral
data of an MPEG-4 AAC bitstream. Virtual code-
books are used to limit the largest absolute value pos-
sible within a certain scalefactor band where escape
values are allowed, i.e. where the so-called “code-
book 11” is used. While referring to the same codes
as “codebook 11”, the 16 virtual codebooks intro-
duced by this tool provide 16 different limitations
of the spectral values belonging to the corresponding
section. Due to this, errors within spectral data result-
ing in spectral values exceeding the indicated limit
can be located and appropriately concealed.

� TheReversible Variable Length Codingtool (RVLC)
replaces the Huffman and DPCM coding of the scale-
factors in an AAC bitstream. The RVLC uses sym-
metric codewords to enable both forward and back-
ward decoding of the scalefactor data. In order to
have a starting point for backward decoding, the to-
tal number of bits of the RVLC part of the bitstream
is transmitted. Because of the DPCM coding of the
scalefactors, also the value of the last scalefactor
is transmitted to enable backward DPCM decoding.
Since not all nodes of the RVLC code tree are used as
codewords, some error detection is also possible.

� The Huffman Codeword Reorderingtool (HCR) ex-
tends the Huffman coding of spectral data in an
MPEG-4 AAC bitstream. By placing some of the
Huffman codewords at known positions, error prop-
agation into these so-called “priority codewords”
(PCW) can be avoided. To implement this technique,
segments of known length are defined and the PCWs
are placed at the beginning of these segments. The
remaining (non-priority) codewords are filled into the
gaps left by the PCWs using a special algorithm that
minimises the effect of error propagation for the non-
priority codewords. This reordering algorithm does
not increase the size of spectral data. Before the re-
ordering algorithm itself is applied, a pre-sorting pro-
cess is used to sort all codewords according to their
importance and to determine the PCWs.

TheError Protectiontool (EP tool) provides Unequal Er-
ror Protection (UEP) for MPEG-4 Audio and belongs to
the second class of Error Resilience tools.

UEP is an efficient method to improve the error ro-
bustness of source coding schemes. It is used by var-
ious speech and audio coding systems operating over
error-prone channels such as mobile telephone networks
or Digital Audio Broadcasting (DAB). The bits of the
coded signal representation are first grouped into differ-
ent classes according to their error sensitivity. Then error
protection is individually applied to the different classes,
giving better protection to more sensitive bits.

To group the bits into different error sensitivity
classes, bitstream reordering is necessary. This reorder-
ing is specified for the different source coding tools in
MPEG-4 Audio, using 4 or 5 error sensitivity classes.

Both Forward Error Correction (FEC) codes and
Cyclic Redundancy Check (CRC) codes for error detec-
tion can be applied. To accommodate a wide range of
transmission channel conditions, the EP tool permits flex-
ible configuration of the error correction and/or error de-
tection capabilities and the redundancy hereby added to
the bitstream. Thus the redundancy required to provide
the desired error protection can be minimised.

Most of the EP tool configuration is transmitted “out-
of-band”, e.g. in a bitstream header. However, for some
source coding schemes (like AAC), the structure and
size of the error sensitivity classes can vary from frame
to frame. This is accommodated by transmitting the
required configuration “in-band”, i.e. in the bitstream
frames.

The block diagram of the complete error protection
encoder is depicted in Figure 3. First a CRC of up to 32
bits is added to the data bits of each class to permit er-
ror detection. Then a Systematic Rate-Compatible Punc-
tured Convolutional (SRCPC) code is applied to provide
forward error correction. The puncturing procedure al-
lows fine adjustment of the code rate, i.e. the redundancy
added by the code. The CRC and SRCPC coded data bits
of the different error sensitivity classes as well as the “in-
band” part of the EP tool configuration is then processed
by an interleaver to improve the robustness to burst errors.
Finally the interleaved data is protected with a Shortened
Reed-Solomon (SRS) code. The SRCPC and SRS codes
utilised here are very similar to those described in the An-
nex of H.223 [16].

While the Error Resilience tools and their bitstream
format are specified in the standard, it is up to the decoder
to decide how much of the error resilience information is
actually utilised. In the simplest case, the decoder just
strips off the redundancy added by the EP tools and un-
does the interleaving and bitstream reordering. However,
to make full use of an error resilient bitstream, a more
complex decoder is required, which can include a Viterbi
decoder for the SRCPC code and advanced error conceal-
ment techniques for errors detected by the CRC.
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Figure 3: Block diagram of the Error Protection Encoder
(after [14]).

2.2. Low-Delay Audio Coding

The MPEG-4 General Audio Coder provides very ef-
ficient coding of general audio signals at low bitrates.
However it has an algorithmic delay of up to a few 100 ms
and is thus not well suited for applications requiring low
coding delay, such as realtime bi-directional communica-
tion.

The algorithmic delay of the General Audio Coder is
determined by the following factors:

� Theframe lengthinfluences delay of any block-based
processing.

� Thefilterbank delayis caused by the analysis and syn-
thesis filterbank.

� The look-ahead is necessary for the “block-
switching” decision that improves coding of transient
signal parts.

� Thebit reservoirfacilitates the use of a locally vary-
ing bitrate, but implies an additional delay.

For the General Audio Coder operating at 24 kHz sam-
pling rate and 24 kbit/s, this results in an algorithmic cod-
ing delay of about 110 ms plus up to additional 210 ms
for the bit reservoir.

To enable coding of general audio signals with an al-
gorithmic delay not exceeding 20 ms, MPEG-4 Version 2

specifies a Low-Delay Audio Coder [17, 18], which is
derived from the General Audio Coder of Version 1. It
operates at 48 kHz sampling rate and uses a frame length
of 512 or 480 samples, compared to the 1024 or 960 sam-
ples normally used. Also the size of the window used in
the analysis and synthesis filterbank is halved.

No block switching is used to avoid the “look-ahead”
delay that would be caused by the block switching de-
cision. To reduce pre-echo artefacts in case of transient
signals, window shape switching is provided instead. For
non-transient parts of the signal the normal sine window
is used, while a so-called zero-padded (ZP) window is
used in case of transient signals. Both windows are de-
picted in Figure 4.

Sine Win
ZP Win  

0 200 400 600 800 1000 1200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 4: Sine and Zero-Padded (ZP) window for Low-
Delay Audio Coding (window length: 1024 samples) (af-
ter [18]).

Use of the bit reservoir is minimised in the encoder
in order to reach the desired target delay. As one extreme
case, no bit reservoir is used at all.

Figure 5 shows the overall block diagram of the Low-
Delay Audio Decoder. It consists of the Low Complex-
ity AAC tools including Temporal Noise Shaping (TNS),
combined with the Perceptual Noise Substitution (PNS)
and the Long Term Predictor (LTP) tools from Version 1.
LTP is implemented by a delay buffer and utilises a Fre-
quency Selective Switch (FSS). Compared to the Gen-
eral Audio Coder of Version 1, the coding efficiency of
the Low-Delay Audio Coder is slightly reduced due to its
lower algorithmic delay.

2.3. Small Step Scalability

Bitrate scalability, also known as embedded coding, is a
very desirable functionality. The General Audio Coder
of Version 1 supports large step scalability where a base
layer bitstream can be combined with one or more en-
hancement layer bitstreams to utilise a higher bitrate and
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Figure 5: Block diagram of the Low-Delay Audio Decoder (after [14]).

thus obtain a better audio quality. In a typical configura-
tion, a 24 kbit/s base layer and two 16 kbit/s enhancement
layers could be used, permitting decoding at a total bit-
rate of 24 kbit/s (mono), 40 kbit/s (stereo), and 56 kbit/s
(stereo). Due to the side information carried in each layer,
small bitrate enhancement layers are not efficiently sup-
ported in Version 1.

To address this problem and to provide efficient small
step scalability for the General Audio Coder, the Bit-
Sliced Arithmetic Coding (BSAC) tool is available in
Version 2 [19]. This tool is used in combination with
the AAC coding tools and replaces the noiseless coding
of the quantised spectral data and the scalefactors..

BSAC provides scalability in steps of 1 kbit/s per au-
dio channel, i.e. 2 kbit/s steps for a stereo signal. One
base layer bitstream and many small enhancement layer
bitstreams are used. The base layer contains the general
side information, specific side information for the first
layer and the audio data of the first layer. The enhance-
ment streams contain only the specific side information
and audio data for the corresponding layer.

To obtain fine step scalability, a bit-slicing scheme is
applied to the quantised spectral data. First the quantised
spectral values are grouped into frequency bands. Each
of these groups contains the quantised spectral values in
their binary representation. Then the bits of a group are
processed in slices according to their significance. Thus
first all most significant bits (MSB) of the quantised val-
ues in a group are processed, etc.

These bit-slices are then encoded using an arithmetic
coding scheme to obtain entropy coding with minimal
redundancy. Various arithmetic coding models are pro-
vided to cover the different statistics of the bit-slices. The
scheme used to assign the bit-slices of the different fre-
quency bands to the enhancement layer is constructed in

a special way. This ensures that, with an increasing num-
ber of enhancement layers utilised by the decoder, the
quantisation of the spectral values is refined by providing
more of the less significant bits. But also the bandwidth
is increased by providing bit-slices of the spectral data in
higher frequency bands.

2.4. Parametric Audio Coding

The Parametric Audio Coding tools combine very low
bitrate coding of general audio signals with the possibil-
ity of modifying the playback speed or pitch during de-
coding without the need for an effects processing unit. In
combination with the speech and audio coding tools of
Version 1, improved overall coding efficiency is expected
for applications of object based coding allowing selection
and/or switching between different coding techniques.

MPEG-4 Parametric Audio Coding uses the Har-
monic and Individual Line plus Noise (HILN) technique
to code general audio signals at bitrates of 4 kbit/s and
above using a parametric representation of the audio sig-
nal [20, 21]. The basic idea of this technique is to de-
compose the input signal into audio objects which are
described by appropriate source models and represented
by model parameters. Object models for sinusoids, har-
monic tones, and noise are utilised in the HILN coder.

This approach allows to introduce a more advanced
source model than just assuming a stationary signal for
the durationT of a frame, which motivates the spectral
decomposition used e.g. in the MPEG-4 General Audio
Coder. As known from speech coding, where specialised
source models based on the speech generation process in
the human vocal tract are applied, advanced source mod-
els can be advantageous in particular for very low bitrate
coding schemes.
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In Figure 6 the block diagram of the HILN Paramet-
ric Audio Encoder is depicted. First the input signal is
decomposed into different objects and then the model pa-
rameters for the appropriate source models are estimated.

� An individual sinusoidis described by its frequency
and amplitude.

� A harmonic toneis described by its fundamental fre-
quency, amplitude, and the spectral envelope of its
partials.

� A noisesignal is described by its amplitude and spec-
tral envelope.

Due to the very low target bitrates, only the parameters
for a small number of objects can be transmitted. There-
fore a perception model is employed to select those ob-
jects that are most important for the perceptual quality of
the signal.
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Figure 6: Block diagram of the HILN Parametric Audio
Encoder.

Recently, the quality of the HILN was signifi-
cantly improved by an advanced parameter representa-
tion, quantisation, and coding [22, 23]. The frequency
and amplitude parameters are quantised according to the
“just noticeable differences” known from psychoacous-
tics. The spectral envelope of the noise and the harmonic
tone is described using LPC modeling as known from
speech coding. Correlation between the parameters of
one frame and between consecutive frames is exploited
by parameter prediction. The quantised parameters are fi-
nally entropy coded and multiplexed to form a bitstream.

The signal decomposition and the parameter estima-
tion form the core of the HILN encoder. A more detailed
block diagram of this process using an analysis/synthesis
approach is shown in Figure 7.

The block diagram of the HILN Parametric Audio
Decoder is shown in Figure 8. First the parameters of
the objects are decoded and then the object signals are re-
synthesised according to the transmitted parameters. By
combining these object signals, the output signal of the
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Figure 7: Signal decomposition and parameter estimation
for the HILN utilising the object modelsharmonic tone,
individual sinusoid, andnoise.

HILN decoder is obtained. Because of the low phase sen-
sitivity of the human ear, phase information for sinusoids
is usually not transmitted.

dequant

dequant
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decoding
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audio
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bit
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components
harmonic

synthesis
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components

noise
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Figure 8: Block diagram of the HILN Parametric Audio
Decoder.

A very interesting property of this parametric coding
scheme arises from the fact that the signal is described in
terms of frequency and amplitude parameters. This signal
representation permits speed and pitch change function-
ality by simple parameter modification in the decoder.

The HILN Parametric Audio Coder can be combined
with MPEG-4 Parametric Speech Coder (HVXC) to form
an integrated parametric coder covering a wider range of
signals and bitrates [24, 25]. This integrated coder is de-
picted in Figure 9 and supports speed and pitch change.
Using a speech/music classification tool in the encoder, it
is possible to automatically select the HVXC for speech
signals and the HILN for music signals. Such automatic
HVXC/HILN switching was successfully demonstrated
[24] and the classification tool is described in the infor-
mative Annex of the Version 2 standard.

Since the bitrate as well as the audio quality depend
on the number of object parameters that can be transmit-
ted in the bitstream, scalability can be implemented by
transmitting the most important objects in a base layer
bitstream and further, less important objects in one or
more enhancement bitstreams [26]. The specification of
such HILN enhancement bitstreams is currently under
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Figure 9: Integrated parametric decoder combining
HVXC and HILN.

discussion and might be included in the standard.
To be able to use the HILN as so-called “core coder”

for the large step scalable General Audio Coder of Ver-
sion 1, it is possible to transmit an additional HILN bit-
stream carrying the phase information for the sinusoidal
objects and thus permit to calculate a residual signal in
the time domain, which is then coded by the scalable
General Audio Coder [25].

Although it is possible to apply an additional time
envelope to some or all of the HILN sinusoidal objects
in order to improve the modelling of transient signals,
recently promising results were presented for a coding
scheme that combines parametric coding for stationary
parts of the signal with transform coding for the transient
parts of the signal [27]. Therefore it is proposed to permit
simple switching between the HILN coder (a parametric
coder) and the General Audio Coder (a transform coder)
as depicted in Figure 10 [28]. Since the transform coder
is only used during short, transient regions of the signal,
speed and pitch change is still available in the switched
coder. This proposal is currently under discussion and
might be included in the standard.
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Stream

Demux

Decoder

Decoder
HILN

Control

Control

Speed

Pitch

GA

Figure 10: Switched parametric / transform decoder us-
ing HILN and General Audio (GA) Coding.

2.5. Environmental Spatialisation

The Environmental Spatialisation tools enable composi-
tion of an “audio scene” with more natural sound source
and sound environment modeling than is possible in Ver-

sion 1. Both, a physical and a perceptual approach to
spatialisation are supported.

� The physical approachis based on a description of
the acoustical properties of the environment (e.g.
room geometry, material properties, position of sound
source) and can be used in applications like 3-D vir-
tual reality [29].

� Theperceptual approachon the other hand permits a
high level perceptual description of the “audio scene”
based on parameters similar to those of a reverbera-
tion effects unit. Thus, the audio and the visual scene
can be composed independently as usually required
by applications like movies [30].

Although these tools are related to audio, they belong to
the BInary Format for Scene description (BIFS), which
is a part of MPEG-4 Systems [15, 31, 32]. The Envi-
ronmental Spatialisation tools are also referred to as Ver-
sion 2 Advanced AudioBIFS.

Thephysical approachallows to describe the acous-
tical properties of an MPEG-4 scene (e.g. a 3-D model of
a furnished room or a concert hall) created with the BIFS
scene description tools. Such properties are, for exam-
ple, room reverberation time, speed of sound, boundary
material properties (reflection, transmission), and sound
source directivity. The new sound source description per-
mits modeling of air absorption and more natural distance
dependent attenuation, as well as sound source directivity
modeling. With this description of the acoustical prop-
erties of the scene, the sound can be rendered so that
it corresponds to the visual parts of the scene. For ex-
ample, when the listener in a scene moves from a very
small room to a larger hall, the change in the acoustical
and graphical rendering is immediately perceived. New
functionality made possible with these scene description
parameters includes advanced and immersive audiovisual
rendering, detailed room acoustical modeling, and en-
hanced 3-D sound presentation.

This physical and geometrical description of the Au-
dio Scene is designed to allow:

� dynamic modeling of room acoustics that correspond
and relate to a visual scene

� sound source directivity modeling

� tracking and rendering sound reflections according to
geometry and positions

� generating occlusion effects automatically when
walls or obstacles are present between the source and
the listener

� modeling reverberation, air absorption, distance at-
tenuation, and Doppler effect.
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In theperceptual approach, the sound transformation as-
sociated with room reflections and reverberation is de-
scribed by a set of perceptual attributes (such as source
presence and brilliance, room reverberance, envelopment
and so forth). These attributes may be manipulated di-
rectly and individually for each sound source in the scene.

This approach provides simple and intuitive parame-
ters to the content author, allowing:

� the manipulation of environmental effects for each
sound event directly (without requiring that the
source or the point of view be moved)

� sound design adjustments beyond the physical con-
straints implied by the graphic representation, for ex-
ample:

– distorted or exaggerated distance sensation and
room-related effects

– unconstrained spatial sound effects for audio-only
scenes (no visual correspondence) or when the
point of view is out of the room.

Based on the set of perceptual attributes, the parameters
of a general reverberation response model are calculated.
In Figure 11, a typical room response described by the
reverberation model is shown.

Figure 11: Typical room impulse response (after [32]).

While thephysical approachis part of MPEG-4 Ver-
sion 2, theperceptual approachwas proposed only re-
cently and is therefore still under discussion – but will
likely also be included in Version 2.

2.6. CELP Silence Compression

In order to reduce the bitrate required by the MPEG-4
CELP speech coder in situations without voice activity,
a silence compression tool for Version 2 was proposed
[33]. This tool is currently under discussion and might be
included in the standard.

In the encoder, a voice activity detector is used to
distinguish between regions with normal speech activity
and those with silence or background noise. During nor-
mal speech activity, the CELP coding as in Version 1 is

used. Otherwise a Silence Insertion Descriptor (SID) is
transmitted. This SID enables a Comfort Noise Generator
(CNG) in the decoder. The amplitude and spectral shape
of this comfort noise is specified by energy and LPC pa-
rameters similar as in a normal CELP frame. These pa-
rameters are an optional part of the SID and thus can be
updated as required. A block diagram of a CELP decoder
with the proposed Silence Compression tool is shown in
Figure 12.

Bit
Stream

Audio
Signal

Demux

Comfort Noise
Generator

Decoder
CELP

Figure 12: Block diagram of the CELP decoder with the
Silence Compression tool.

2.7. Profiles and Levels in Version 2

The specification of Audio Profiles in MPEG-4 Version 2
is still under development. The current status of this work
is reflected by the following proposal:

� TheLow Delay Audio Profileprovides speech and au-
dio coding for applications demanding a low coding
delay, like bi-directional communication.

� The Scalable Internet Audio Profileextends the
“Scalable Profile” of Version 1 by Small Step Scal-
ability and Parametric Audio Coding for applications
like audio transmission over the Internet.

� TheMainPlus Audio Profileprovides a rich superset
of all Audio Profiles.

The Error Resilience tools can be used optionally for
most of the Version 1 and Version 2 Audio Profiles. This
might be realised as a set of “Error Resilience Profiles”
derived from the different Audio Profiles.

2.8. Other tools in Version 2

Besides the audio-related tools in Version 2 described in
the previous Subsections, there are two further tools in
Version 2 that should also be mentioned here:

� TheMPEG-4 File Format(MP4) is designed to con-
tain the coded data of an MPEG-4 presentation in a
flexible, extensible format that facilitates interchange,
management, editing, and presentation of the media.
This presentation may be “local” to the system con-
taining the presentation, or may be via a network or
other stream delivery mechanism. The file format is
designed to be independent of any particular deliv-
ery mechanism. It is a streamable format, as opposed
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to a streaming format. That is, the file format does
not define an on-the-wire protocol, and is never ac-
tually streamed over a transmission medium. Instead,
metadata in the file known as “hint tracks” provide in-
structions, telling a server application how to deliver
the coded data over a particular medium. The coded
data itself can be located in the MP4 file or can be ref-
erenced via Universal Resource Locators (URL). The
MP4 file format is based on the QuickTime format
from Apple Computer Inc.

� A Backchannelspecification permits adaptive or user-
controlled streaming from a server.

3. FUTURE DEVELOPMENTS IN MPEG AUDIO

As the earlier standards MPEG-1 and MPEG-2, also
MPEG-4 is a so-called “asymmetric” standard. This
means that only the bitstream syntax and the decoding
process are fixed in the normative part of the standard,
while a possible encoding process is described in an in-
formative annex. This permits to improve the quality of
the coding scheme by ongoing encoder optimisation even
after the standard has been finalised.

Since MPEG-4 Audio describes the coding of audio
objects and their composition into an “audio scene”, a
high degree of flexibility is offered for encoding and au-
thoring of an MPEG-4 presentation. The flexibility of
such an “object based” coding system also permits im-
proved overall coding efficiency. Imagining a radio pro-
gram composed of a “speech” object and a “background
music”, two different approaches can be used to encode
this “audio scene”:

� The complete radio program is coded as a single au-
dio object by a general audio coder.

� The “speech” object is coded by a dedicated speech
coder and the “background music” object is for exam-
ple coded by a parametric audio coder or even synthe-
sised using the Structured Audio tools. Finally both
decoded objects are mixed to compose the radio pro-
gram in the decoder.

Especially for very low target bitrates, the second ap-
proach can provide a better overall coding efficiency [25].
This advantage can be exploited easily if the different ob-
jects are available in the authoring process. However, the
automatic decomposition of an “audio scene” into objects
is a difficult task and subject of ongoing research. This
problem is closely related to the Computational Auditory
Scene Analysis (CASA) [34].

4. CONCLUSIONS

In this paper the current status of the MPEG-4 Audio
standardisation activities was presented. Version 1 of the
MPEG-4 Standard, which already has been finalised, was

briefly reviewed. The various new functionalities cov-
ered by MPEG-4 Audio Version 2 were explained and
the tools that enable these functionalities were described.
The tools in Version 2 will now undergo verification tests
before the standard will be finalised in the end of 1999.

With the additional functionalities available in
MPEG-4 Audio Version 2, the requirements of many
evolving multimedia applications are addressed and an
inter-operable solution is provided.

Up to now, MPEG Standards covered the efficient
coding of audio-visual content. With the rapidly grow-
ing amount of audio-visual information available in digi-
tal form, however, it becomes more and more difficult to
search and locate potential interesting material in a data
base or on a network. To address this problem, MPEG
started a new work item, the “Multimedia Content De-
scription Interface” – also called MPEG-7.
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