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Abstract

Development of a
Construction Specialized
Pretrained Language Model

Geonwoo Kim
Department of Civil & Environmental Engineering
The Graduate School

Seoul National University

Due to the nature of construction fields, various irregular text data are
generated, and natural language processing is being used in many studies to
analyze these data. However, previous studies have limitations that individual
models should be created for the study to utilize models that have not been
pretrained and lots of labeled data to learn each model is required. On the other
hand, there is a difference in the case of pretrained language model that
pretraining using unlabeled data in the early days makes a basic model, and
then various tasks can be performed only with simple finetuning without
creating individual models.

In recent years, some studies have used the pretrained language model, but



the pretrained language model used was taught based on general terms, not the
term used mainly in the construction field, so there was a limitation in terms of
accuracy in analyzing terms of construction.

In order to solve these limitations, this research collected text data used in
the construction field and built a construction corpus, and developed and
verified a construction specialized pretrained language model by pretraining it.
This research consists of two main stages. First, develop a pretrained language
model for construction specialization through data collection and comparison
between pretrained language models according to corpus. Second, the
superiority of the developed model was verified through experiments and
comparisons in terms of accuracy, efficiency, and adaptability between the
developed pretrained language model and the previously un-pretrained
language model.

The results of these experiments show that the pretrained language model
developed in this research is superior in terms of accuracy, efficiency, and
adaptability compared to the language model that has not been pretrained, and
the accuracy is higher than that of the language model that has been pretrained
in general corpus. It is expected that the developed construction specialized
pretrained language model can be used to perform various natural language

processing tasks in the construction field.

Keywords: Pretrained Language Model, Natural Language Processing,
Corpus, ELECTRA

Student Number: 2020-20589
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Chapter 1. Introduction

1.1 Research Background

Most of the data in the construction field is text data, and various results
can be obtained through analysis of these text data. However, the amount of
these text data is too large and costly to handle manually, so natural language
processing is essential for analyzing text data in the construction field (Jeong
and Kim, 2012; Lee et al., 2016; Liu and El-Gohary 2017). In the meantime,
various studies have been conducted to conduct construction-related tasks using
natural language processing (M.-Y. Cheng et al., 2020; S. Chi & Han, 2013;
Gibb et al., 2014; Rowlinson & Jia, 2015). However, most studies have used a
model rather than a pretrained language model, so it is necessary to develop
individual models to perform each task, and there is a limit to the need for a
large amount of learning data to develop each model.

To solve these limitations, natural language processing techniques using
pre-trained language models have emerged.(Devlin et al., 2018; Howard &
Ruder, 2018; Peters et al., 2018) The pretrained language model is a technique
that uses unsupervised learning from a large-scale corpus that is not labeled to
learn the language model first, and performs additional supervised learning by
using labeled data according to the task that is performed afterwards. Pretrained

language model learns contextual meaning from large capacity corpus, so it



shows high learning performance with little additional data. In addition, the task
can be performed only by finetuning without the need to generate an individual
model according to the task, thereby reducing time and costs required for
building the individual model. In various fields such as economy, bio, and law
build their own corpus from text data composed of terms mainly used in each
specialized field and used it to make pretrained language model (Chalkidis et
al.,, 2020; Clark et al., 2020; Lee et al., 2020). Previous studies have
demonstrated that in specialized fields where general terms and mainly used
terms are different, the performance of the pretrained language model
constructed as a corpus suitable for the specialized field is higher when
performing tasks in each field than in the pretrained language model learned in
general terms.

In the construction field, recent research using the pretrained language
model have been conducted. (Li et al., 2021; Xiong et al., 2021; Xue & Zhang,
2021). However, there is a limitation that the analysis accuracy of construction
terminology is low because many technical terms that are very different from
the commonly used terminology are used in the task mainly performed in the

construction field (Kim & Chi, 2019; Zhong, He, et al., 2020)



1.2 Problem Statement

Previous studies on using natural language processing for construction
fields mainly focused on un-pretrained model. Therefore, Each task had to be
developed separately to suit the task, and in the process, various labeled data
were required to suit the task. In order to obtain labeled data, it is expensive and
time-consuming to mobilize personnel with expertise in the construction field,
and its applicability is low because only one task can be performed through the
completed labeled data. Although these problems have been solved in studies
using some pretrained language models, there is a limitation in that the model's
understanding of construction terms is poor due to the characteristics that
construction terms are different from general terms. To overcome these
limitations, it is necessary to develop a pretrained language model specialized

in the construction field.



1.3 Research Objectives and Scope

This research aims to develop construction specialized pretrained language
model for various kinds of construction related natural language processing
tasks. In addition, the developed construction specialized pretrained language
model is compared with the natural language processing model, which was
mainly used in the construction field, in terms of (1) accuracy (2) efficiency (3)
adaptability. And this research set the scope of the research as data related to

the construction of Korean words.

A research methodology and the specific objectives to achieve the primary

objective are as follows:

1) Objective 1: Text data in the construction field is collected and corpus
in the construction field is constructed using the data. In this process,
text data in general fields also enables comparative experiments
between models learned with corpus in the construction field and
models learned with general corpus through collection and corpus
creation.

2) Objective 2: By training the ELECTRA model based on the corpus of
each construction field and general field, and comparing each
performance, proving that the pretrained language model based on the
corpus in the construction field is more suitable for natural language

treatment tasks.



3)

4)

5)

Objective 3: The developed construction specialized pretrained
language model is compared with the natural language processing
model, which was mainly used in the construction field, to prove its
accuracy performance.

Objective 4: The developed construction specialized pretrained
language model is compared with the natural language processing
model, which was mainly used in the construction field, to prove its
efficiency performance.

Objective 5: The developed construction specialized pretrained
language model is compared with the natural language processing
model, which was mainly used in the construction field, to prove its

adaptability performance.



1.4 Dissertation Outline

This dissertation is composed of five chapters and the details for each

chapter are as below.

Chapter 1. Introduction: This chapter covers the backgrounds, problems
of the research, objectives, and scope of the research.

Chapter 2. Theoretical Background and Related Works: This chapter
provides a comprehensive review of using pretrained language model in natural
language processing, studies in which natural language processing was used in
the construction field, and studies in which a pretrained language model was
used in the construction field.

Chapter 3. Construction Specialized Pretrained Language Model:
This chapter presents a process of build construction specialized pretrained
language model and describe the process of comparing and verifying the
developed model with previous model.

Chapter 4. Results and Discussions: This chapter covers the result of
comparison of the pretrained language model learned with the construction
corpus and the pre-trained language model learned with the general language
corpus and the results of comparison and verification in three aspects (accuracy,
efficiency, adaptability) with the developed construction specialized pretrained
language model and the previous model mainly used in the construction field

are explained.



Chapter 5. Conclusions: This chapter summarize achievements,
contributions, limitations of this research, and describe the contents of future

study.
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Chapter 2. Theoretical Background and

Related Works

This chapter describes a comprehensive review of what is and why using
pretrained language model in natural language processing. In addition, the
research that developed and used a pretrained language model specialized in
each domain area in domain areas where there is a large difference between
general and mainly used languages is described. It is also described various
studies using natural language processing models that were not pretrained in

the construction field and studies using pretrained language models.



2.1 Pretrained Language Model

2.1.1 pretrained language model description

Pretrained language model is a technique that applies transfer learning,
which is a method of performing supervised learning for labeled data suitable
for the desired task after performing unsupervised learning for large amount of

unlabeled data (Figure 2.1).

=

Large Small
Corpus Annotated Data

|

Pretraining ,%O‘,L > Fine-tuning —>@—>

Pretrained Fine-tuned
Language Model Model

Task

Figure 2.1 process of pretraining and fine-tuning

Before the emergence of the Pretrained language model, the previous
models did not include information according to context, and the same word
was expressed in the same embedding. Peters et al. (2018) developed ‘ELMO
(Embedding from Language Model)’ and this pretrained language model
implies the contextual meaning of the whole word sequence, not the individual
word, and it showed excellent results in the processing of homonyms, which

were the limitations of the existing model. After the development of ELMO,



transfer learning has spread in the field of natural language processing.
ULMFiT (Universal Language Model Fine-Tuning) showed that the pretrained
model weighted value can be applied to new task, and the data with much less
amount can show the same or superior performance as the existing algorithm
(Howard & Ruder, 2018.). Vaswani et al. (2017) developed a Transformer
structure. Transformer model introduced an attachment mechanism to
overcome the limitations caused by the serial connection of recurrent models
(RNN, LSTM, GRU), and it dramatically improved the performance of the
existing pretrained language model by calculating word representation based
on the whole sequence. Recently, various pretrained language models using
Transformer's Encoder stack and Decoder stack have appeared in the field of
natural language processing. BERT (Bidirectional Encoder Representation
from Transformers) improved the inefficiency of learning caused by the left-to-
right form of the existing pretrained language model by using MLM (Masked
Language Model) in the encoder stack of Transformers (Devlin et al., 2018).
Then, based on BERT, Clark et al. (2020) proposed a new pre-training task
called Replaced Token Detection (RTD) to develop ELECTRA. In the case of
ELECTRA model, it has been developed that are much more economical in
computing resources and faster and more effective than existing models, such
as Figure 2.2, compared to BERT and existing language models.

In this research, we collected text data in the construction field and decided
to use ELECTRA, which can learn quickly with less computing resources and
relatively little data, to derive the most efficient results based on the collected

text data.
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2.1.2 Domain specialized pretrained language model

With the emergence of various pretrained language models, natural
language processing studies using the models have been conducted in various
domain fields. In the field of using general language, the pretrained language
model learned by the existing general text data was used to obtain excellent
performance, but some domain term was relatively low in general term and
other fields. Many studies have been made to solve these problems and it is
very time and cost to build this corpus (Roziewski & Koztowski, 2021).

In some studies, BERT was learned according to domain specific corpus,
which resulted in higher performance when performing domain natural
language tasks. Araci, (2019) developed FinBERT for financial sentiment
analysis. The existing financial sector analysis has a problem of ‘no specialized
language and available data, and the general-purpose model is not effective
cause of the specialized language used in domain’, so to solve this problem,
TRC2-financial, Financial Phrasebank, and FiQA Sentiment dataset was
pretrained to BERT to develop FinBERT. The FinBERT was obtained from the
financial domain task with SOTA (State-of-the-art) and proved its excellence.
Lee et al., (2020) developed BioBERT for biomedical natural language
processing tasks. BioBERT was pretrained by biomedical domain corpus such
as PubMed, and PMC. Developed BioBERT recorded SOTA in 12 biomedical
natural language processing tasks and performed best average score in 15 tasks.
Chalkidis et al., (2020) developed LEGAL-BERT and It has good performance

in the legal domain field. In addition, the training domain corpus from scratch

12



in the process of LEGAL-BERT was demonstrated to achieve better

performance during the adapt domain corpus from pretraining.

13



2.2 Natural Language Processing in Construction

2.2.1 Using Un-pretrained language model for Construction tasks

In the construction field, there were various studies using un-pretrained
language models, not pretrained language models. Most previous studies using
natural language processing tasks were about information extraction (e.g.,
Identify keywords, identify similar documentation), classification (document
classification, construction risk classification), Named entity recognition
(extract risk factor, predict classes of words), Question answering (extract relate
regulation, chatbot).

Liu & EIl-Gohary, (2017) proposed ontology-based, semi-supervised
conditional random fields (CRF) based information extraction methodology
from bridge inspection reports. Tian et al., (2021) used convolutional neural
networks (CNN) for text classification and used term frequency-inverse
document frequency (TF-IDF) for extract construction knowledge. Ren &
Zhang, (2021) proposed a semantic rule-based information extraction (IE)
methodology to extract construction execution steps from construction
procedural documents automatically. Goh & Ubeynarayana, (2017) used
natural language processing with various kinds of models (e.g., Support Vector
Machine (SVM), Linear Regression (LR), Random Forest (RF), etc.) for
classify the accident causes and reasons. M. Y. Cheng et al., (2020) developed
hybrid model incorporating Gated Recurrent Unit (GRU) and Symbiotic
Organisms Search (SOS) and named Symbiotic Gated Recurrent Unit (SGRU).

14



In addition, various studies for classification were conducted (Ayhan et al.,
2019; N. W. Chi et al., 2016; Fang et al., 2020; Mo et al., 2020; Zhang, 2019;
Zhong, Pan, et al., 2020). Moon et al., (2020) used NER for extract main
element from bridge inspection report and proposed active learning to reduce
time and cost for labeling. H. Liu et al., (2021) used natural language processing
for data preprocessing and encoded to tokenize item descriptions and link pay

items across different catalogs.

However, for most studies that did not use the pretrained language model, a

large amount of labeled data is essential for the task, and there is a limit that the

developed model cannot be used for other models.
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2.2.2 Using pretrained Language Model for Construction tasks

In the construction field, there were several studies using pretrained
language models for natural language processing tasks.

Amer et al., (2021) proposed the first attempt to automate linking look-
ahead planning tasks to master-schedule activities following an natural
language processing-based multi-stage ranking formulation. This study used a
distance-based matching for candidate generation and a transformer
architecture for final matching. By presenting a list of the top five games with
a 76.5% precision, it proved that the look-ahead planning task helps match
master scheduling activities.

Xue & Zhang, (2021) proposed automated code compliance checking
systems to enable an automated regulatory rule conversion. Accurate Part-of-
Speech (POS) tagging of building code texts is crucial to this conversion.
Therefore, this study used BERT Cased Base pretrained language model. This
model outperformed the previous SOTA POS taggers.

Zhong, He, et al., (2020) develops a robust end-to-end methodology to
improve the efficiency and effectiveness of retrieving queries pertaining to
building regulations. The developed methodology integrates information search
with a deep learning model of natural language processing to provide accurate
and fast answers to user questions in the building regulation collection.

Li et al., (2021) proposed a new NER neural network model using
pretrained BERT model based on vocabulary enhancement machine reading to

identify plane and overlapped entities in Chinese bridge inspection texts.

16



In the case of these studies, the pretrained language model was used to
obtain superior performance compared to the existing previous model.
However, since the pretrained language model was not pretrained based on
construction corpus, there is a limit of accuracy in construction task.

Therefore, this study is to develop a model optimized for natural language
processing in construction field by creating a pretrained language model

learned by corpus in construction field.

17



Chapter 3. Construction Specialized Pretrained

Language Model

This chapter describes the data collection, development of a pretrained
language model, and verification of the developed model. First, in the case of
language model development, divided into two steps: (1) collect data and make
corpus, (2) pretraining model.

Collect data and make corpus data is the process of collecting text data related
to construction, and making construction corpus through preprocessing and
integration of the collected data. In this process, a total of 6.6GB of
construction-related text data was collected from various sources such as bridge
precise safety inspection report, construction standard specification,
construction information related laws and enforcement regulations, and
construction related articles.

For the verification of the developed language model, divided into three steps:
(1) Accuracy, (2) Efficiency (3) Adaptability Validation

To compare accuracy, we studied the model developed with the same epoch and
the natural language processing model used mainly in the construction field,
and then experimented to compare the F1 score of the two models. To verify
the efficiency, the amount of data was gradually increased from 10% to 100%
of the total data 10 times, and the F1 score was compared according to the

amount of data. In order to verify the applicability, the accuracy of the existing

18



model was calculated by F1 Score by cross-verification method of introducing

the results from one task to the embedding stage to another task.

Overview of research methodology is like Figure 3.1.

1. Pretrained Language Model Building

Pretraining

1
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]
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Figure 3.1 Overview of research methodology
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3.1 Pretrained Language Model Building

3.1.1 Collect data and make corpus

It is a step of constructing corpus based on data collected and collected to
learn language model in advance. The entire step for Collect data and make
corpus consists of (1) collecting text data for each field (2) preprocessing and
data extraction (3) constructing three different corpus.

(1) Collecting text data for each field.

Text data consisting of general language are NSMC(Naver Sentiment
Movie Corpus), Korean corpus dataset(Korean spoken language, octopus,
newspaper, hot speech, etc), ‘CheongWaDae’ national petition comment data,
chatbot question and answer fair, KcBERT learning comment. All of the data
are open source and data can be provided through a simple data utilization plan
submission. An example of text data in a general language is the same as Figure

3.2.

20
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Figure 3.2 General text example

The collected construction text data consists of safety diagnosis report,

construction standard specification, construction information related laws and

enforcement regulations, safety newspaper, construction related articles,

construction field papers, construction term dictionary. Among them, data were

collected through web crawling in the case of construction information related

laws and enforcement regulations, safety newspapers, and construction related

articles, and data were collected through cooperation of related organizations

in the remaining data. In the case of web crawling, we used the ‘BeautifulSoup’

and ‘Selenium’ of Python Library. We used the news search query of Naver

portal, which is the most used search site in Korea. Based on the 'construction'

keyword, we collected news data for 15 years from 2005 to 2020. The

construction text data collected example is equal to Figure 3.3.
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Figure 3.3 Construction text example

(2) Preprocessing and data extraction

For preprocessing text data, ‘soynlp’ and ‘kss (Korean Sentence splitter)’,

which are Python libraries, were used. Preprocessing carried out the removal of

Chinese characters, special characters and open characters, the removal of URL

patterns, and the removal of repeated letters.

In order to reduce the variables according to the amount of data, the total

amount of general text data and construction text data was unified to 6.6GB

through Random sampling. The summary of the collected general text data and

construction text data is equal to Table 3.1
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Table 3.1 Summary of collected text data

YU CH|0|Ef(Gereral) A EI0JE4(Corstruction)
Naver ZEFZAIEANSVIC) 01GB QRARICHE A 05GB
S50 LZ2| oHm0f COJEA 47GB HEBAP 2 AlA 09GB
it =™ SH= HOJE 05GB TS 2 R L AR 01GB
2R 2EHO] 04GB QRALIE, HAERA T AL 33GB
7 [E{KBERT S58 5= §) 09GB 7N =2 8O S) 18GB
2 66GB =2 66GB

(3) Corpus creation

In order to derive the optimal model according to the change in the corpus
composition ratio, three corpus were constructed by extracting 0%, 50%, and
100% of plain text data and construction text data. In the case of constructing
a corpus that combines 50% general data and 50% construction data, random

sampling was extracted from each data.
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3.1.2 Pretraining model

This step is a process of pretraining based on the completed corpus. Pre-
training was conducted for a week using four Google TPU V3-8 from TFRC
(TensorFlow Research Cloud), and the basic model performed pretraining by
learning three corpus built ahead of the two types of ELECTRA models
developed by the Google Research Team (small, base). The entire step for the
pretraining model consists of (1) selection of a basic model (2) generation of

Vocab (3) model learning.

(1) Two types of ELECTRA model description

The small model consists of a hidden size 256, an embedding size 128, and a
batch size 128. In the case of the base model, it consists of a hidden size 768,
an embedding size 768, and a batch size 256, etc. The parameters of the small

model and the base model are shown in Table 3.2.

Table 3.2 Hyperparameter of the ELECTRA model

Hyperparameter Small Base Large
Number of layers 12 12 24
Hidden Size 256 768 1024
FFN inner hidden size 1024 3072 4096
Attention heads 4 12 16
Attention head size 64 64 64
Embedding Size 128 768 1024

Generator Size (multiplier for hidden-size,

FFN-size, and num-attention-heads) 1/4 1/3 1/4
Mask percent 15 15 25
Learning Rate Decay Linear Linear Linear
‘Warmup steps 10000 10000 10000
Learning Rate Se-4 2e-4 2e-4
Adam € le-6 le-6 le-6
Adam 3, 0.9 0.9 0.9
Adam 3> 0.999 0.999 0.999
Attention Dropout 0.1 0.1 0.1
Dropout 0.1 0.1 0.1
Weight Decay 0.01 0.01 0.01
Batch Size 128 256 2048
Train Steps (BERT/ELECTRA) 1.45M/IM  1M/766K  464K/400K
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(2) Vocab creation

To learn a language model based on the corpus, an embedding process that
converts the corpus into a vector is needed. Vocab was created for this
embedding process.

Vocab for each corpus was established to learn the configured corpus. Vocab
consists of 32000 words each, and Wordpiece, a basic compatible tokenizer
method of the ELECTRA model, was used. Wordpiece is a representative
method used in subword tokenizer and is an algorithm that performed Byte Pair
Encoding (BPE) based on likelihood of the corpus. An example of how BPE

obtains vocab given a sequence ‘abcabc’ is as shown in Table 3.3.

Table 3.3 Byte Pair Encoding (BPE) example

Iteration Sequence Vocabulary
0 ababcabc {abct
1 dbabcac {a,b,c,ab}
2 & abc ac {a.b,c,ab, ac}
3 abebc ae {a.b,c,ab, abc, ababc}
4 abahcabe {a,b,c,ab, abx, abalc, ababcalc}
(3) Model training

After constructing vocab by corpus, TPU V3-8 and N1-standard-1 VM
(Virtual Machine) were used to study. The Python Library used in the learning

process is the same as Table 3.4.
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Hyperparameter for model learning is the same as Vocab_Size: 32000,
Num_train_steps: 700,000, Train_batch_size: 256 Learning_rate: 2e-4,
Max_ seq_length: 512, No lower case. When 100% corpus of construction
text data was trained as the ELECTRA-Base model, it was learned by

converging to 10.5331 loss like Figure 3.4.

Table 3.4 Python Library list

Number Libraryversion Number Libraryversion
1 huggingface-hub==0.0.12 6 soynlp==0.0.493
2 Korpora==0.2.0 7 tensorflow==1.15.0
3 kss==2.5.0 8 tokenizers==0.9.3
4 regex==2020.11.13 9 torch==1.6.0
5 sentencepiece==0.1.91 10 transformers==3.5.1

loss

0 100k 200k 300k 400k 500k 600k 700k

Figure 3.4 Model loss graph
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3.2 Model Comparison and Validation

3.2.1 Task Selection and Data Collection for Model Verification

The step of collecting the task selection and related data for verifying the
developed pretrained language model is. In this study, Classification and
Named Entity Recognition (NER) were selected among natural language

processing tasks mainly performed in construction field.

(1) Classification

Text classification is the process of classifying text into word groups. Using
NLP, text classification can automatically analyze text and then assign a
predefined set of labels or categories according to the context.
In this experiment, Classification performed a task to classify accident types
based on construction accident case data. The construction accident case data
was provided from Construction Safety Management Integrated Information
(CSI) of the National Land Safety Management Agency under the Ministry of
Land, Infrastructure and Transport. The data is accident case data for one year
from July 2019 to July 2020, and consists of a total of 3,719 cases, excluding
data without accident details, which is the main information. Among the total
data, a column on how to conduct text analysis and a column on the type of

personal accident that will provide label information were extracted, and the
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extracted data is shown in Table 3.5. There are six types of labels: 'hit object’,

'fall down', 'fall', “get stuck’, 'cut', and 'others'.

Table 3.5 Accident case data example

Contert Labeltext Label
Al A2 ALEDH SIS B0 Z20IE olidll 22IS
et BOHI ot MY S0 AREnh MRl SHHRS 4

SO 0l A
OISA! TAEOL 0I5 5 SMh Dt KIS0l 284

OIS0l SDIBIKOLI OFF QNG R Cf ADI  SHoIS 4
HO{CHE 2UCHHCIDHAOTY 1 20| 221 AR

S OITUD} ARIES O IR JKDIEIS 0153

ES 2
SI2 0N BRIRHSBS I HIHIEI SS45101 0!

SIRALY O OISS20M| KGIKDF QLIS oD S0l

AFHOHIA 201 HEZOI LIS 242 £212R XD} 2245104 JE} 0
119 ADZEX|

HIDREO| OIRE2H SXI2 i KPR L tie= o ,
201 = 20N 0124 22 TR =

AT TAFARRI 201 25 A0 0I5k HATAID) GO 3
2AD| 0IoF 01 =T0| E=2H AH| SHio} =TT el .

ANOIEEPNIA=IEEX)

(2) Named entity recognition (NER)

Named entity recognition (NER) is a sub-task of information extraction (IE)
that finds and classifies a particular entity in the body or body. NER is also
known simply as entity identification, entity chunking, and entity extraction.
NER is used in many areas of artificial intelligence (Al), including natural

language processing (NLP) and machine learning. Information extraction is
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based on NER and uses a model that operates based on grammar or statistical
model to find target information. The NER first recognizes the entity as one of
several categories: people, location, organization, expression, percentage, and
monetary value. The category is abbreviated to location (LOC), person (PER),
and organization (ORG). When the information category is recognized, the
information extraction utility extracts the relevant information of the named
entity and constructs a document that the machine can read from the

information so that other tools can process further to extract meaning.

In NER, we performed task to derive each element based on the bridge safety
inspection report. The bridge safety inspection diagnosis report was provided
by the Bridge Management System (BMS) of the Korea Institute of
Construction Management and Technology under the Ministry of Land,
Transport and Maritime Affairs. Data extracted a total of 1,650 paragraphs from
10 of the bridge safety inspection reports conducted in 2014. The labels to
perform NER were divided into four categories: ELEMENT, FACTOR,
DAMAGE, and NONE. Labeling software Prodigy was used to label NER data,

and the example labeled on the actual Ul is the same as Figure 3.5.
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ELEMEMNT 1 FACTOR : DAMAGE 3

[cis] [RISEEEEET = =22 ZHUNKI® S0l 50] H=11me)|
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SHol w8 4 A|5t0j0F & Z{o|Ct. [SEP]

Figure 3.5 NER labeling example
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3.2.2 Set up a previous model for comparative verification

To compare with the developed pretrained language model, the model used
mainly in the natural language processing research in the construction field was
selected. The basic framework of the selected model consists of Bi-LSTM +
CRF structure, and word embedding uses word2vec. The detailed structure of

the model is like Figure 3.6.

CRF Layer CRF

T T T T
Output Sequence Y
(Named Entity Class)
—{ LSTM \ Q\ LSTM\ LSTM\ LSTM >
Hidden Layer
(bi-LSTM)
«| LSTM \gf\ﬂ/ \LSTM \LSTM \LSTM -

v VoV VY

Word Word Word Word Word
(X\I) (Xs) (x;) (x;) (xy)

Word Embedding

Input Sequence X

X X X X X
(Text Tokens) ! 2 3 4 5

Figure 3.6 Pervious model structure

Text tokens that enter the input are embed using word2vec. The word2vec
algorithm is based on the distribution hypothesis that word sets with similar

relationships exist in similar vector spaces and that relationships also have
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constant vector values. For example Since the relationship between ‘MAN’ and
‘WOMAN’ is similar to that between ‘UNCLE’ and ‘AUNT’, and ‘KING’ and
‘QUEEN’, it can be seen that they are distributed with the same vector
difference (Figure 3.7). The word2vec algorithm uses a simple two-tier neural
network to insert words into a numeric vector. Neural networks are trained to
predict specific words when other adjacent words for target words are provided
to the input layer of the network. In particular, the input layer provides a one-
hot vector of context words for the target word; the value of the input layer is
passed to a hidden layer as much as the size specified by the user. When the
value of the hidden layer is finally provided to the output layer and the context
of the target word is provided to the network, the weight of the neural network
is adjusted so that the network can successfully predict the target word. After
network training, certain words are mapped to the values of the hidden layer,

which is ultimately defined as the word vector for certain words.

WOMAN

MAN WOMAN

AUNT
//' UNCLE \
UMNCLE
\ P QUEEN

KING

/, QUEEN
KING

Figure 3.7 Wod2vec example
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The two hidden layers, the forward layer, and the other reverse layer, have
the same number of LSTM cells as the length of the input sequence or the
number of words in the input sentence. Each cell of one hidden layer is
connected in one direction so that the model can learn language patterns to
express causality. The output of the hidden layer is a vector sequence of size 4.
Each element of a vector corresponds to each class in which a word is classified
by a model. By interpreting the vector of the 3-output layer as the logit of
prediction for each word, the model classifies each word in the input sentence
as the logit largest class among the four classes. The model's loss function uses
a softmax cross entropy function normalized to the length of the input statement.
After classification, go through the Conditional Random Field (CRF) layer.
Adding a CRF layer allows the model to consider the dependence between
predictive object names, that is, labels. The output value past the activation
function for all words is the input of the CRF layer, and the CRF layer predicts
the sequence with the highest score for the label sequence. This reflects the two-

way context of the output label.
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3.2.3 Verification of Accuracy

The developed pretrained language model and the previous model are
compared and verified in terms of accuracy in this part. In this step, two tasks
are performed for the pretrained language model and the previous model, and
the results are compared. The process for the accuracy comparison experiment
is the same as Figure 3.9. In this experiment, four types of evaluation metrics
were used to evaluate the performance of the pretrained language model and
the previous model: accuracy, precision, recall, F1 score.

Accuracy is the most intuitive performance measure, and it is simply a
ratio of correctly predicted observation to the total observations. (Eq. 1)
Precision is the ratio of the correctly predicted instances among the retrieved
instances (Eq. 2). Recall is the ratio of the total amount of relevant instances
among the instances actually retrieved (Eq. 3). Lastly, F1 score is a harmonic
mean of precision and recall, and this metric is used due to the trade-off that

exists between precision and recall (Eq. 4).

TP+TN
Accuracy = o TN T FP 4 FN Eq.1
y TP
Precision = TP+ FP Eq.2
TP
Recall = TP-I-—FN Eq3

F1 B 2 * Precision * Recall Ea 4
score = Precision + Recall T
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2 * Micro — Precision = Micro — Recall
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3 2 FN TN
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Figure 3.8 Confusion matrix
In these equations (Eq.1~Eq.5, Figure 3.8), True Positive (TP) refers to the
cases where the model get the answer right. False Positive (FP) refers to the
cases where the model incorrectly get the answer, i.e. model predicted the
answer is ‘Fall off” but the real answer is not ‘Fall off’. False Negative (FN)
refers to the cases model predicted the answer except ‘Fall off” but the real
answer is ‘Fall off’. Cause these experiments have various label class and our

labels are imbalanced, we use micro F1 score for measurement.
Experiment #1 — Accuracy
Construction Previous
PLM Model

Result Result Result Result
| | | |

Figure 3.9 Experiment #1 process
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3.2.4 Verification of Efficiency

The developed pretrained language model is a step to compare and verify
the developed pretrained language model in terms of previous model and
efficiency. In this step, we increase the amount of learning data from 10% to
100%, and perform two tasks for the pretrained language model and the
previous model developed in 10 experiments. By the F1 score according to
amount of learning data being recorded respectively and comparing the
comparison about the efficiency part of the pretrained language model and
previous model are proceed and the result is compared. The process for the

efficiency comparison experiment is the same as Figure 3.10.

Experiment #2 — Ef ficiency
Previous
Model

<+

Construction
PLM

Finetuning

+ Labeled Data

Model Compare

Figure 3.10 Experiment #2 process
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3.2.5 Verification of Adaptability

The developed pretrained language model is a step to compare and verify

the existing natural language processing model and efficiency. In order to

compare the application of the pretrained language model to the existing natural

language processing techniques to several Tasks, the results of the text

preprocessing of one Task, the creation of a tokenizer, and the embedding

learning are applied to the model learning of the other Tasks (4) model

application (5). The application of F1 score is compared by cross-application to

two types of tasks. The process of the application comparison experiment is

equal to Figure 3.11.

Experiment #3 — Adaptability

Previous Model Construction Pretrained Model

Task - Data #1 Task - Data #2

Preprocessing

Task - Data #1 Task - Data #2

Preprocessing

Preprocessing Preprocessing

e ks Load Tokenizer
Tokenizer Tokenizer
Embedding Embedding Embedding
Implement Implement .
Model Model Load pretrained Model
Training Training Training Training
Model Model Model Model

Figure 3.11 Experiment #3 process
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3.3 Summary of the methodology

In summary, for developing construction specialized pretrained language
model, we collected text data consisting of general language and text data
consisting of construction language and built three different corpus based on
this. Based on the three corpus, we learned six models for ELECTRA-Small
and ELECTRA-Base models, respectively.

To verify the model, two NLP tasks were set up to find out each element
in the classification and the bridge precise safety inspection report that fit the
accident type based on the construction accident case, and data were collected
and labeled according to each task.

In addition, the model used mainly in the natural language processing of
the existing construction field was selected through word2vec-based
embedding and Bi-LSTM + CRF was selected as the basic framework. The
model selected is set up as the control group. The comparison with the
developed pretrained language model is performed. The comparison and
verification of the pretrained language model with the existing model are
performed by experimenting with three things: accuracy, efficiency, and

applicability.
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Chapter 4. Results and Discussions

This chapter covers the results of building construction specialized
pretrained language model and comparing and validation the developed model
with the previous model. The data used in all the processes are the above-
mentioned construction accident case classification and bridge safety
inspection report NER, and the effectiveness of the construction specialized
pretrained language model is proved based on the F1 score obtained from the

experiments.
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4.1 Construction specialized pretrained language model

4.1.1 Embedding according to learning by corpus

In order to derive the optimal model according to the change in the corpus

composition ratio, three corpus were constructed by extracting 0%, 50%, and

100% of plain text data and construction text data.

Based on the three corpus, vocab with 32,000 words each was created

using Wordpiece tokenizer. An example of Vocab consisting of 100% general

text data is shown in Figure 4.1. Since it is based on Wordpiece, Token, which

has acquired a likelihood of less than threshold within the corpus, is connected

to the "##' mark.
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Figure 4.1 General corpus vocab
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The vocab of the corpus consisting of 100% of construction-related text data is

the same as Figure 4.2.

[PAD]  ##SALQ|  ##ES CHRHME2  #4#LA

[UNK] =7 SEHYUM  auH| FAolZ R A f
[cLs]  ##dAEI ##ore ESPN, #1o 2
[SEP] B TTINON ##X| 7| XA
IMASK] 8712  ##7tE =2 g

! HE0 HEALY  ##46 A0 Y

" =5 CHottE AlH™E MZ22

# A EEz AlHE Cr=ETE gaE| Ol

S Kyt HE& SAH He|d

% x|t #HSA| OpAMCE GsHES
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Figure 4.2 Construction corpus vocab

The corpus consisting of construction-related text data shows that the words

used mainly in the construction field such as ‘##ZWE’, “H#H#A T,
HIZAYE, ‘#E ], ##1t QD’ have been learned.

Based on the trained tokenizer, the result of embedding when you put an

example sentence "2 TH T DS Aol FAH oA Qo RS
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o lE A mAse 2AYTAL Jvlsted, MEMAe] 2

W oy EYH oA A LAYSITE" s like Table 4.1.

Table 4.1 Embedding example

Embedding example
T "AEeRdE2 doste WEOM QR0 =22 HIS|HEM  wds=
ext
X7 MEZEES  2O|st=0, BIEHHO 2 WZHOILL ZHE0AM =
Example
LT
['[cLsy, ‘A, .##)g.’ e '##é', T .##%.’ .##%.’ '@', '##§|'5|'E', (S| Oﬂkl', Qe
Cenerdl ol 2, i, WIS, w7l BAL, EASHE KT e, e, D 2
COf[lJS " '9|U|3FE', '##Eﬂ', v 'I:I|‘, WHE '##Eﬂ@", .##o|-’ '_E", .|:C|>|..l '##§', |##t_ﬁ||’ '##OI l—l", |%|,
I##EHI, l##El, I##OilA1‘, '5_7'"', IHE"AOH_QE}-‘, ‘[SEP]I]
Clesy, a8, w=, wa G, e, b, wots!, A, 2 2o, o, e
Construction .2, ' oF, ‘s |", i BIAY, "L AMBHE A 7|, k), wn, vt L, S, '2|0| 81,
Comus sl ), Bl", wuE, e B RO, 2 LS B wO|Lp, Sl =, w0 A, 2,

SHCh, '[SEPT]

According to the example, words such as ‘44,

c]jo].i];]_]:] a,

3

A~==9 [o= RN =]
TH, wD, A,

'Z 2 B' are trained when the corpus was trained from construction

text data, but they are not trained when they are based on corpus trained from

general text data.
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4.1.2 The Results of Task Performance and Optimal Model

Selection according to the Type of Corpus

As aresult of experiment on Task#1 — classification and Task#2-NER according
to corpus, it was confirmed that F1 score increased as corpus with high
proportion of construction data such as Table 4.2 and Table 4.3, and F1 score
was higher than ELECTRA-Base model when ELECTRA-Base model was

taught. I confirmed the appearance.

Table 4.2 Task #1 results by Corpus

Corpus Gereral 50% + .
General 10004 . Construction 100
Model ° Construction50% °
Small 7334 7416 7531
Base 7753 7818 7892
Table 4.3 Task #2 results by Corpus
Corpus Gereral 50%+ .
100% . 100%
Modl Gereral 100% o 5% Construction 1009
Small 90.04 91.16 91.34
Base 91.33 91.42 92.24

The results of the experiment on two types of tasks showed that the performance
of the model, which was studied with 100% Construction Corpus in

ELECTRA-Base, was the best with the F1 score of 78.92 in Task#1 and 92.24
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in Task#2, respectively. Therefore, this model was selected as a construction

specialized pretrained language model.
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4.2 Comparison and validation results

4.2.1 Set up a previous model

The description of the previous model set for comparison is as follows.
First, the hyperparameters of the Word2vec model applied for word embedding

are the same as Table 4.4.

Table 4.4 Hyperparameters of the Word2vec model

Hyperparameter Value Description
\ector Size 200 The size of word vector
Window Size 10 The numbejr of nelghbor_mg_ WO-I‘dS used to
train the word distribution
Minimum Court 30 The minimum threshc_)ld for each word to
train
Epochs 100 The number of iterations

Both task models were used in the same structure, and only the learning of
input-related embedding and tokenizer was different according to each task.

The basic skeleton Bi-LSTM consists of 128 units, and Dropout is set at 0.2. In
addition, the Softmax function was used for activation function. Optimzier used
adam, and loss function used categorical crossentropy. The overall model
consisted of 128 for batch_size and 30 for epochs. The idealization was stopped

when the optimal model was obtained within the epochs by applying early

stopping.
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4.2.2 Verification of Accuracy result

To compare the construction specificized pretrained language model with
the Accuracy of the previous model, the experiment for Task #1-classification,
Task #2-NER was performed. For the experiment, the data for each task were
divided into 8:1:1 for the training: test: Validation, which is the ratio used
mainly in the natural language processing field. For task #1-classification,
2,976 data out of a total of 3,719 data were divided into a train set, 371 data
into a test set, and 372 data into a validation set. For task #2-classification,
1,320 data out of 1,650 data were divided into train set, 165 data were divided
into test set, and 165 data were divided into validation set. The test results of

the pretrained language model are the same as Table 4.5 and Table 4.6.

Table 4.5 Accuracy experiment Task #1 result

Taskitl Precision Recall Flscore Support
Others 0.6786 0.5938 0.6333 64
Getstuck 0.8059 0.8059 0.8059 36
Fall down 0.7593 0.8951 0.8217 95
Fall 0.8939 0.831 0.8613 71
Hit object 0.7691 0.7897 0.7788 71
Cut 0.8624 0.7147 0.7817 35
accuracy 0.7892 372
macro avg 0.7964 0.7743 0.7841 372
weighted avg|  0.7887 0.7859 0.7892 372
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Table 4.6 Accuracy experiment Task #2 result

Task#2 Precision Recall F1score Support
Damage 0.94 0.94 0.94 745
Element 0.93 0.94 0.93 425

Factor 0.84 0.85 0.84 235

micro avg 0.92 0.93 0.92 1405
macro avg 0.90 0.91 0.91 1405
weighted avg 0.92 0.93 0.92 1405

The comparison result of the Pretrained language model and the Previous

model is the same as the Table 4.7.

Table 4.7 Accuracy experiment result comparison

Pretrained language model Previous model
Taskifl
67.56
Clessfcation 78.92
Task#f2
76.23
NER 92.24

In task #1-Classification, the pretrained language model was 11.36 points
higher than the previous model, and the task #2-NER was 16.01 points higher.
In the case of actual classification example, it was confirmed that the previous
model was mispredicted as 'Get stick' in case of 'the moment the connection
part is broken when removing the bottom connection pin for the crawler crane
boom extension in the field', while the previous model was well judged as 'Hit

object'. In the case of the example, there are a lot of construction-related terms,
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and the actual example sentence itself does not have words related to 'Hit object’,
so it was difficult to predict the correct answer in the previous model. However,
in the case of the pretrained language model, contextual information was

grasped and correct answers were predicted.
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4.2.3 Verification of Efficiency result

To compare the efficiency of the construction specialized pretrained
language model with the previous model, the experiment was performed on
task #1-classification, task #2-NER. In this experiment, the total data was
divided into 10 parts and experimented with increasing the amount of data used
for learning from 10% to 100% 10 times. The experimental results according
to the change of data amount by each task are the same as Table 4.8 and Table
4.9.

Previous model showed that the accuracy of data increased as the amount
of data increased in both task #1-classification and task #2-NER. Especially, it
was found that the amount of data was very low in 10% and 20%, and the result
of learning with 100% data was very low compared to the result of learning,
which means that there is a lot of labeled data needed for learning of the
previous model. On the other hand, the Pretrained language model showed
good performance in both Tasks despite the fact that the amount of data was
10%. In case of Task#2, the increase of F1 score as the data increases is the
same as the previous model, but the width is small, and it is possible to learn
enough through a small amount of labeled data. The results of this study showed
that the effectiveness of the pretrained language model was higher than that of

the previous model
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Table 4.8 Efficiency experiment Task #1 result

Model

Datash Pretrained language model Previous mockl
10% 78.56 52.34
20% 78.52 53.62
% 78.44 54.11
40% 78.20 58.00
50% 77.97 60.23
60% 78.35 62.41
70% 78.88 66.79
80% 77.92 67.51
0% 78.16 67.69
100% 78.92 67.56

Table 4.9 Efficiency experiment Task #2 result

Modkel

Datas Pretrained language model Previous mockl
10% 90.83 60.69
20% 88.88 61.21
% 88.99 68.93
40% 92.13 73.84
50% 92.06 70.65
60% 91.52 75.44
70% 90.23 76.17
80% 89.83 75.24
0% 91.27 76.84
100% 92.24 76.23
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4.2.2 Verification of Adaptability result

To compare the adaptability of the construction specialized pretrained
language model with the previous model, the experiment was performed on
task #1-classification, task #2-NER.

In this experiment, the results of (1) text preprocessing, (2) tokenizer generation,
and (3) embedding learning of one task are applied to (4) model application (5)
model learning of another task. Cross-applied to two tasks and compared
adaptability with F1 score. In the case of the pretrained language model, the
results are the same as the results of the accuracy experiment performed earlier
because new embedding is not trained and applied as the task changes. On the
other hand, in the case of the previous model, embedding training according to
task is performed separately, and as a result, F1 score fell significantly
compared to the existing cross-applied objective result (Table 4.10, Table 4.11).

Table 4.10 Adaptability experiment Task #1 result

Crosapply o gen>Tagen |~ ap@diityeqeriment
Model resilt
Pretrained language model 78.92 78.92
Previousmodd 61.45 67.56

Table 4.11 Adaptability experiment Task #2 result

Cross-apply Tasktl > Takit2 Adaptability experiment
Modkl result
Pretrained language model 92.24 92.24
Previous mockl 47.63 76.23
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4.3 Discussion

First, it was proved through experiments that the accuracy of the NLP task
in the domain-knowledge part of the pretrained language model was changed
according to the corpus pretraining. The higher the proportion of construction
text data, the better the learning of the language used in the construction field,
and the embedding result according to the example sentence was confirmed.
The results of this study also led to the comparison of the accuracy of two actual
tasks. This study proved the necessity of pretrained language model based on
corpus composed of text data in the field and built construction specialized
pretrained language model.

The developed construction specialized pretrained language model and the
previous three experiments on the previous model, which was mainly used in
the construction field natural language treatment, proved that the pretrained
language model is superior in terms of accuracy, efficiency and adaptability
compared to the previous model. In addition, the pretrained language model

was more effective in grasping contextual information through example data.
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Chapter 5. Conclusion

5.1 Summary and Contributions

In the construction industry, a vast amount of text data such as safety
accident cases, specifications, construction laws, and construction contract
documents are accumulated, and the processing and analysis of these data
consumes a lot of time and money. To solve this problem, various natural
language processing techniques have been used in many previous studies.
However, in the case of natural language processing techniques used in the
construction field, there is a limit that data analysis is still inefficient because a
large amount of labeled learning data is needed and individual models must be
created according to the task. Although there have been studies on construction
using pretrained language model to overcome the limitations of existing natural
language processing techniques, there are limitations that the accuracy of
construction term analysis is not high because it was pretrained based on corpus
composed from text data of general terms, not the term used mainly in
construction. To overcome these problems, this research develops a
construction specialized pretrained language model. In addition, the developed
model was compared with the existing natural language processing techniques
in terms of accuracy, efficiency, and applicability.

This research has the following contributions. First, based on the data

related to Korean construction, we have built a Korean construction corpus, and
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confirmed that the corpus is suitable for the natural language processing task in
the construction field compared to the corpus composed of other general
languages. Second, it proposed a method applicable to natural language
processing in construction fields that solved the limitations of previous studies
(e.g., The need for individual models for each task, the need for large amounts
of labeled data, and the low accuracy in analyzing construction terminology
because they are not learned by corpus in construction field due to the use of
language models that have not been pretrained.). Finally, the developed
pretrained language model can be used in various studies in the future because

it can be used directly through fine adjustment in industrial part.
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5.2 Limitation and Future Study

In this research, two different natural language processing tasks related
with construction were experimented, but in addition to the two tasks that have
been tested by but, various natural language processing tasks are being used in
the construction field. In some cases, question answering (QA) related to
construction regulations is created and used, and similar documents are
automatically found and compared and contrasted. There is a limit that the test
for these various tasks has not been applied. However, given previous studies
in other research fields, it is found that if the performance of both the basic
classification and the NER is excellent, the overall high index is obtained in
other tasks, so it is possible to solve it if only the supplementary experiment is
performed.

As a future study, various kinds of NLP tasks such as QA, Text
summarization, chatbot, etc. will be proved that the developed pretrained
language model can be applied to other tasks in addition to the classification
and NER performed earlier and is superior to previous NLP models. And in
addition to Korean construction data, it is also intended to apply to construction
text data in various languages by learning based on English or other language-
based data. Also, In the construction field, such as GLUE test, which is
generally performed in computer science, and KLUE, which is an evaluation
index of Korean natural language processing model, It could be possible to
make test datasets for performance verification of natural language processing

model.
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