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ICCV 2021 Prizes

e COutstanding Reviewers

e Marr Prize - ICCV 2021 Best Paper

o and honourable mentions

e Best Student Paper



Outstanding Reviewers

e Reviewers for which there was overwhelming evidence for outstanding
contribution to reviewing.

e Ratings excluded papers withdrawn during the rebuttal phase
e 18% of all reviews were ranked as exceeding expectations
e Multiple “exceed expectations” ratings

e 5% of all experienced reviewers & 5% of all student reviewers



Outstanding Reviewers - ICCV 2021

ICCV2021 @|CCV_2021 - Sep 1
[PCs Update] We acknowledge 210 outstanding reviewers (top 5%

experienced and top 5% student reviewers) online at:
iccv2021.thecvf.com/outstanding-re...

amongst the many amazing reviewers this year.

We also ack. generous emergency reviewers:
iccv2021.thecvf.com/emergency-revi...

Thank you

QO 5 M 34 QO 120

>

100 free registations



Outstanding
Reviewers -
ICCV 2021
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Mahmoud Afifi
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Kelvin C.K. Chan
Min-Hung Chen
Dongdong Chen
Jiefeng Chen

Yixin Chen
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Daniel Cremers
Gabriela Csurka
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Kai Han
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Michael Hofmann
Yicong Hong
Xiaolin Hu
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Jaedong Hwang
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Vicky Kalogeiton
Corentin Kervadec
Boris Knyazev
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Zhe Lin
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Yu Liu

Juncheng Liu
Juwei Lu
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Simon Niklaus
Yulei Niu
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Utkarsh Ojha
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Liang Pan
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Khoi Pham
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Marcus Rohrbach
Rob Romijnders
Adria Ruiz
Christian Rupprecht
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Aniruddha Saha
Samuele Salti
Enrique Sanchez
Nikolaos Sarafianos
Saquib Sarfraz
Paul-Edouard Sarlin
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Jie Shen

Liyue Shen

Yucong Shen

Assaf Shocher
Abhinav Shrivastava
Leonid Sigal

Jeany Son

Jin Sun

Anshuman Suri
Ajinkya Tejankar
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Federico Tombari
Nergis Tomen
Tatiana Tommasi
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Yi-Hsuan Tsai
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Olivia Wiles
Michael Wray
Donglai Xiang
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Jingkang Yang
Quanming Yao
Kwang Moo Yi

Xin Yu

Sangdoo Yun
Xingyu ZENG
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Marr Prize
e 13 papers were selected
e Nominated by two reviewers and 1 area chair

e Committee selected with no conflict, focusing on diversity



ICCV 2021 Marr Prize Committee

e Greg Mori (chair, Simon Fraser University, Canada)

e Tinne Tuyttelaars (KU Leuven, Belgium)

e Kyong Mu Lee (Seoul National University, South Korea)
e Richa Singh (IIT Jodhpur, India)

e Xiaoming Liu (Michigan State University, US)

e Kosta Derpanis (York University, Canada)

e Barbara Caputo (Politechnico di Torino, Italy)

s ICCVVirTUAL



Nominated papers
e 4 papers for honourable mention
e 1 paper for Best Student Prize

e 1 Marr Prize - Best Paper Prize



2021

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.

Except for this watermark, it is identical to the accepted version;

Honorable Mentions

Mip-NeRF: A Multiscale

the final published version of the proceedings is available on IEEE Xplore.

Mip-NeRF: A Multiscale Representation for Anti-Aliasing Neural Radiance Fields

Representation for Anti-AI iaSing Jonathan T. Barror.l1 Ben M.ildenhall1 Matthew Tarllci.k2
Peter Hedman'  Ricardo Martin-Brualla'  Pratul P. Srinivasan’
Neural Radiance Fields Google  2UC Berkeley

Abstract

Jonathan T Barron, Ben Mildenhall (Google
Research). Matthew Tancik (UC Berkeley),
Peter Hedman (Google Research), Ricardo
Martin-Brualla (Google), Pratul Srinivasan
(Google Research)

The rendering procedure used by neural radiance fields
(NeRF) samples a scene with a single ray per pixel and may
therefore produce renderings that are excessively blurred or
aliased when training or testing images observe scene con-
tent at different resolutions. The straightforward solution of
supersampling by rendering with multiple rays per pixel is
impractical for NeRF, because rendering each ray requires
querying a multilayer perceptron hundreds of times. Our
solution, which we call “mip-NeRF” (a la “mipmap”), ex-
tends NeRF to represent the scene at a continuously-valued
scale. By efficiently rendering anti-aliased conical frustums
instead of rays, mip-NeRF reduces objectionable aliasing
artifacts and significantly improves NeRF’s ability to repre-
sent fine details, while also being 7% faster than NeRF and
half the size. Compared to NeRFE, mip-NeRF reduces aver-

Session 5 (A/B)

ICCVVirTUAL

a) NeRF b) Mip-NeRF

Figure 1: NeRF (a) samples points x along rays that are
traced from the camera center of projection through each
pixel, then encodes those points with a positional encoding
(PE) v to produce a feature v(x). Mip-NeRF (b) instead
reasons about the 3D conical frustum defined by a camera
pixel. These conical frustums are then featurized with our
integrated positional encoding (IPE), which works by ap-
proximating the frustum with a multivariate Gaussian and
then computing the (closed form) integral E[y(x)] over the
positional encodings of the coordinates within the Gaussian.



Honorable Mentions

OpenGAN: Open-Set
Recognition via Open Data
Generation

Shu Kong, Deva Ramanan (Carnegie
Mellon University)

Session 1 (A/B)

s ICCVVirTUAL

This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.

OpenGAN: Open-Set Recognition via Open Data Generation

Shu Kong*, Deva Ramanan*!
«Carnegie Mellon University ~ fArgo Al

{shuk, deva}@andrew.cmu.edu

closed-set images * closed-set images

@_, - closed vs

o i oS outlier images
closed vs. open closed vs. open
fake images H outlier images fake images :
(a) GAN *(b) Outlier Exposure (c) OpenGAN™"* : (d) OpenGANf‘“‘a

Figure 1: We explore open-set recognition, which requires the ability to discriminate open-set test examples outside K classes of interest.
(a) Past work has suggested that GAN discriminators can serve as open-set likelihood functions, but this does not work well due to instable
training of GANs [47, 44, 39, 56, 30]. (b) Outlier Exposure [25] exploits some outlier data to learn a binary discriminator D for open-
set discrimination. Because outliers observed during training will not exhaustively span the open-world, the discriminator D tends to
generalize poorly to diverse open data [4£]. (¢) We introduce OpenGAN, which augments training outliers with fake open data synthesized
by a generator G trained to fool the discriminator D. Importantly, we find that a small number of outliers stabilizes training by enabling
effective model selection of the discriminator D. (d) Because we are concerned with accurate discrimination rather than realistic pixel
generation, we find it more efficient to generate (and discriminate) features from the off-the-shelf K'-way classification network. This
allows OpenGAN to be implemented via a lightweight discriminator head built on top of an existing K-way network, enabling closed-

world systems to be readily modified for open-set recognition.

closed vs. open



This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.

L ]
H O n O ra b I e M e n tl O n S Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.

Viewing Graph Solvability via Cycle

. Viewing Graph Solvability via Cycle Consistency
Consistency

Federica Arrigoni', Andrea Fusiello?, Elisa Ricci’® and Tomas Pajdla*
!University of Trento  ?University of Udine  *Fondazione Bruno Kessler ~ *CIIRC CTU in Prague

federica.arrigoni@unitn.it, andrea.fusiello@uniud.it, e.ricci@unitn.it, pajdla@cvut.cz

Federica Arrigoni (University of Trento),
Andrea Fusiello (UNIUD), Elisa Ricci Abstract IS P W@

In structure-from-motion the viewing graph is a graph NN ) e ' . \ <4 |
(U n ive rS ity Of Tre nto) TO m aS Paj d |a (Czech where vertices correspond to cameras and edges represent ) ’ ’ : ’
) Sfundamental matrices. We provide a new formulation and Figure 1: Viewing graphs with eight vertices that were left unde-
. . . . an algorithm for establishing whether a viewing graph is cided in ['7] and that we determined to be solvable.
TeCh n ICaI U n Ive rs Ity I n P rag u e) solvable, i.e. it uniquely determines a set of projective cam-
eras. Known theoretical conditions either do not fully char- tion of cameras, up to a single projective transformation.
acterize the solvability of all viewing graphs, or are ex- In other terms, for a non-solvable viewing graph there exist
ceedingly hard to compute for they involve solving a system multiple transformations that can be applied to the cameras
. of polynomial equations with a large number of unknowns. without affecting the fundamental matrices. An equivalent
SeSSIO n 5 (A/B) The main result of this paper ” a method for re'ducing the definition of solvability is given in [ "], stating that a graph
number of unknowns by exploiting the cycle consistency. We is solvable if and only if the available fundamental matrices
advance the understanding of the solvability by (i) finish- uniquely determine the remaining ones, i.e., the input graph
ing the classification of all previously undecided minimal can be transformed into the complete graph.

s ICCVVirTUAL



Honorable Mentions g and men Objects b

Large-Scale Learning and Evaluation of Real-life 3D Category Reconstruction

. ] Jeremy Reizenstein! Roman Shapovalov! Philipp Henzler? Luca Sbordone*
COm mon Obj QCts In 3 D . La rge' Patrick Labatut! David Novotny!
Scale Learning and Evaluation Of {reizenstein, romansh, lsbordone, plabatut,dnovotny}@fb.com {p.henzler}@cs.ucl.ac.uk
Re a I _I ife 3 D C ate g o ry !Facebook Al Research 2University College London

https://github.com/facebookresearch/co3d

Reconstruction

Jeremy Reizenstein (Facebook Al

Research), Philipp Henzler (University
College London), Roman Shapovalov,
Luca Sbordone, Patrick Labatut, David

ﬁ
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Novotny (Facebook Al Research) g ., H v d
2 b O
~ » &
Bench Backpack [ Couch & Bicycle Hydra nt oo
SeSSion 8 (A/ B) Figure 1: We introduce the Common Objects in 3D (CO3D) dataset comprising 1.5 million multi-view images of almost

19k objects from 50 MS-COCO categories annotated with accurate cameras and 3D point clouds (visualized above).

IICCVViRiAL



Best Student Paper Award

Pixel-Perfect Structure-from-Motion with Featuremetric Refinement

Philipp Lindenberger, Paul-Edouard Sarlin, Viktor Larsson (ETH Zurich),
Marc Pollefeys (ETH Zurich / Microsoft)

Pixel-Perfect Structure-from-Motion with Featuremetric Refinement

Philipp Lindenberger'* Paul-Edouard Sarlin?*  Viktor Larsson?> Marc Pollefeys®?
Departments of Mathematics and 2Computer Science, ETH Zurich ~ *Microsoft

SeSSIon 5 (A/B) Ahirnct Structure .. ¢ rffirle?'

Finding local features that are repeatable across multiple from 1, q
views is a cornerstone of sparse 3D reconstruction. The clas- . D q__ Dv
sical image matching paradigm detects keypoints per-image Motion . \/ m
once and for all, which can yield poorly-localized features
and propagate large errors to the final geometry. In this pa-

per, we refine two key steps of structure-from-motion by a
direct alignment of low-level image information from multi-
ple views: we first adjust the initial keypoint locations prior

& OCTO B E R 11 '1 7 to any geometric estimation, and subsequently refine points
(@) and camera poses as a post-processing. This refinement is
N v I R T U A L robust to large detection noise and appearance changes, as

it optimizes a featuremetric error based on dense features

featuremetric refinement



Marr Prize

Swin Transformer: Hierarchical Vision Transformer
using Shifted Windows

Ze Liu (USTC), Yutong Lin (Xi'an Jiaotong University),

Yue Cao (Microsoft Research), Han Hu (Microsoft Research Asia),
Yixuan Wei (Tsinghua University), Zheng Zhang (MSRA, Huazhong University of
Science and Technolog), Stephen Lin (Microsoft Research),

Baining Guo (MSR Asia)

Session 8 (A/B)
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