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VMware Cloud Foundation (VCF) is an integrated software defined data center (SDDC)
platform that provides a complete stack of software-defined infrastructure for running
enterprise applications in a hybrid cloud environment. It combines compute, storage,
networking, and management capabilities into a unified platform, offering a consistent
operational experience across private and public clouds.

Author: Josh Powell

VMware Cloud Foundation with NetApp All-Flash SAN
Arrays

This document provides information on storage options available for VMware Cloud Foundation using the
NetApp All-Flash SAN Array. Supported storage options are covered with specific instruction for deploying
iISCSI datastores as supplemental storage for management domains and both vVol (iSCSI) and NVMe/TCP

datastores as supplemental datastores for workload domains. Also covered is data protection of VMs and
datastores using SnapCenter for VMware vSphere.

Use Cases

Use cases covered in this documentation:

 Storage options for customers seeking uniform environments across both private and public clouds.
» Automated solution for deploying virtual infrastructure for workload domains.

« Scalable storage solution tailored to meet evolving needs, even when not aligned directly with compute
resource requirements.

» Deploy supplemental storage to management and VI workload domains using ONTAP Tools for VMware
vSphere.

» Protect VMs and datastores using the SnapCenter Plug-in for VMware vSphere.

Audience

This solution is intended for the following people:
« Solution architects looking for more flexible storage options for VMware environments that are designed to
maximize TCO.

 Solution architects looking for VCF storage options that provide data protection and disaster recovery
options with the major cloud providers.

» Storage administrators wanting specific instruction on how to configure VCF with principal and
supplemental storage.

» Storage administrators wanting specific instruction on how to protect VMs and datastores residing on
ONTAP storage.

Technology Overview

The VCF with NetApp ASA solution is comprised of the following major components:



VMware Cloud Foundation

VMware Cloud Foundation extends VMware’s vSphere hypervisor offerings by combining key components
such as SDDC Manager, vSphere, vSAN, NSX, and VMware Aria Suite to create a software-defined
datacenter.

The VCF solution supports both native Kubernetes and virtual machine-based workloads. Key services such
as VMware vSphere, VMware vSAN, VMware NSX-T Data Center, and VMware Aria Cloud Management are
integral components of the VCF package. When combined, these services establish a software-defined
infrastructure capable of efficiently managing compute, storage, networking, security, and cloud management.

VCF is comprised of a single management domain and up to 24 VI workload domains that each represent a
unit of application-ready infrastructure. A workload domain is comprised of one or more vSphere clusters
managed by a single vCenter instance.
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For more information on VCF architecture and planning, refer to Architecture Models and Workload Domain
Types in VMware Cloud Foundation.
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VCF Storage Options

VMware divides storage options for VCF into principal and supplemental storage. The VCF management
domain must use vSAN as its principal storage. However, there are many supplemental storage options for the
management domain and both principal and supplemental storage options available for VI workload domains.
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Principal Storage for Workload Domains

Principal storage refers to any type of storage that can be directly connected to a VI workload domain during
the setup process within SDDC Manager. Principal storage is deployed with SDDC manager as part of cluster
creation orchestration and is the first datastore configured for a workload domain. It includes vSAN, vVols
(VMFS), NFS and VMFS on Fibre Channel.

Supplemental Storage for Management and Workload Domains

Supplemental storage is the storage type that can be added to the management or workload domains at any
time after the cluster has been created. Supplemental storage represents the widest range of supported
storage options, all of which are supported on NetApp ASA arrays. Supplemental storage can be deployed
using ONTAP Tools for VMware vSphere for most storage protocol types.

Additional documentation resources for VMware Cloud Foundation:
* VMware Cloud Foundation Documentation

* Supported Storage Types for VMware Cloud Foundation

* Managing Storage in VMware Cloud Foundation
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NetApp All-Flash SAN Arrays

The NetApp All-Flash SAN Array (ASA) is a high-performance storage solution designed to meet the
demanding requirements of modern data centers. It combines the speed and reliability of flash storage with
NetApp’s advanced data management features to deliver exceptional performance, scalability, and data
protection.

The ASA lineup is comprised of both A-Series and C-Series models.

The NetApp A-Series all-NVMe flash arrays are designed for high-performance workloads, offering ultra-low
latency and high resiliency, making them suitable for mission-critical applications.
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For detailed information see the NetApp ASA landing page.

Storage Protocol Support

The ASA supports all standard SAN protocols including, iSCSI, Fibre Channel (FC), Fibre Channel over
Ethernet (FCoE), and NVME over fabrics.

iSCSI - NetApp ASA provides robust support for iSCSI, allowing block-level access to storage devices over IP
networks. It offers seamless integration with iSCSI initiators, enabling efficient provisioning and management of
iISCSI LUNs. ONTAP’s advanced features, such as multi-pathing, CHAP authentication, and ALUA support.

For design guidance on iSCSI configurations refer to the SAN Configuration reference documentation.

Fibre Channel - NetApp ASA offers comprehensive support for Fibre Channel (FC), a high-speed network
technology commonly used in storage area networks (SANs). ONTAP seamlessly integrates with FC


https://www.netapp.com/data-storage/all-flash-san-storage-array
https://docs.netapp.com/us-en/ontap/san-config/configure-iscsi-san-hosts-ha-pairs-reference.html

infrastructure, providing reliable and efficient block-level access to storage devices. It offers features like
zoning, multi-pathing, and fabric login (FLOGI) to optimize performance, enhance security, and ensure
seamless connectivity in FC environments.

For design guidance on Fibre Channel configurations refer to the SAN Configuration reference documentation.

NVMe over Fabrics - NetApp ONTAP and ASA support NVMe over fabrics. NVMe/FC enables the use of
NVMe storage devices over Fibre Channel infrastructure, and NVMe/TCP over storage IP networks.

For design guidance on NVMe refer to NVMe configuration, support and limitations

Active-active technology

NetApp All-Flash SAN Arrays allows for active-active paths through both controllers, eliminating the need for
the host operating system to wait for an active path to fail before activating the alternative path. This means
that the host can utilize all available paths on all controllers, ensuring active paths are always present
regardless of whether the system is in a steady state or undergoing a controller failover operation.

Furthermore, the NetApp ASA offers a distinctive feature that greatly enhances the speed of SAN failover.
Each controller continuously replicates essential LUN metadata to its partner. As a result, each controller is
prepared to take over data serving responsibilities in the event of a sudden failure of its partner. This readiness
is possible because the controller already possesses the necessary information to start utilizing the drives that
were previously managed by the failed controller.

With active-active pathing, both planned and unplanned takeovers have |10 resumption times of 2-3 seconds.

For more information see TR-4968, NetApp All-SAS Array — Data Availability and Integrity with the NetApp
ASA.

Storage guarantees

NetApp offers a unique set of storage guarantees with NetApp All-flash SAN Arrays. The unique benefits
include:

Storage efficiency guarantee: Achieve high performance while minimizing storage cost with the Storage
Efficiency Guarantee. 4:1 for SAN workloads.

6 Nines (99.9999%) data availability guarantee: Guarantees remediation for unplanned downtime in excess
of 31.56 seconds per year.

Ransomware recovery guarantee: Guaranteed data recovery in the event of a ransomware attack.

See the NetApp ASA product portal for more information.

NetApp ONTAP Tools for VMware vSphere

ONTAP Tools for VMware vSphere allows administrators to manage NetApp storage directly from within the
vSphere Client. ONTAP Tools allows you to deploy and manage datastores, as well as provision vVol
datastores.

ONTAP Tools allows mapping of datastores to storage capability profiles which determine a set of storage
system attributes. This allows the creation of datastores with specific attributes such as storage performance
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and QoS.

ONTAP Tools also includes a VMware vSphere APIs for Storage Awareness (VASA) Provider for ONTAP
storage systems, which enables the provisioning of VMware Virtual Volumes (vVols) datastores, creation and
use of storage capability profiles, compliance verification, and performance monitoring.

For more information on NetApp ONTAP tools see the ONTAP tools for VMware vSphere Documentation page.

SnapCenter Plug-in for VMware vSphere

The SnapCenter Plug-in for VMware vSphere (SCV) is a software solution from NetApp that offers
comprehensive data protection for VMware vSphere environments. It is designed to simplify and streamline the
process of protecting and managing virtual machines (VMs) and datastores. SCV uses storage based
snapshot and replication to secondary arrays to meet lower recovery time objectives.

The SnapCenter Plug-in for VMware vSphere provides the following capabilities in a unified interface,
integrated with the vSphere client:

Policy-Based Snapshots - SnapCenter allows you to define policies for creating and managing application-
consistent snapshots of virtual machines (VMs) in VMware vSphere.

Automation - Automated snapshot creation and management based on defined policies help ensure
consistent and efficient data protection.

VM-Level Protection - Granular protection at the VM level allows for efficient management and recovery of
individual virtual machines.

Storage Efficiency Features - Integration with NetApp storage technologies provides storage efficiency
features like deduplication and compression for snapshots, minimizing storage requirements.

The SnapCenter Plug-in orchestrates the quiescing of virtual machines in conjunction with hardware-based
snapshots on NetApp storage arrays. SnapMirror technology is utilized to replicate copies of backups to
secondary storage systems including in the cloud.

For more information refer to the SnapCenter Plug-in for VMware vSphere documentation.

BlueXP integration enables 3-2-1 backup strategies that extend copies of data to object storage in the cloud.

For more information on 3-2-1 backup strategies with BlueXP visit 3-2-1 Data Protection for VMware with
SnapCenter Plug-in and BlueXP backup and recovery for VMs.

Solution Overview

The scenarios presented in this documentation will demonstrate how to use ONTAP storage systems as
supplemental storage for management and workload domains. In addition, the SnapCenter Plug-in for VMware
vSphere is used to protect VMs and datastores.

Scenarios covered in this documentation:

* Use Ontap Tools to deploy iSCSI datastores in a VCF management domain. Click here for deployment
steps.

* Use Ontap Tools to deploy vVols (iSCSI) datastores in a VI workload domain. Click here for
deployment steps.


https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere/index.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere
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« Configure NVMe over TCP datastores for use in a VI workload domain. Click here for deployment
steps.

* Deploy and use the SnapCenter Plug-in for VMware vSphere to protect and restore VMs in a VI
workload domain. Click here for deployment steps.

In this scenario we will demonstrate how to deploy and use ONTAP Tools for VMware
vSphere (OTV) to configure an iISCSI datastore for a VCF management domain.

Author: Josh Powell

Use ONTAP Tools to configure supplemental storage for VCF Management
Domains

Scenario Overview
This scenario covers the following high level steps:

* Create a storage virtual machine (SVM) with logical interfaces (LIFs) for iSCSI traffic.

* Create distributed port groups for iSCSI networks on the VCF management domain.

* Create vmkernel adapters for iSCSI on the ESXi hosts for the VCF management domain.
» Deploy ONTAP Tools on the VCF management domain.

» Create a new VMFS datastore on the VCF management domain.

Prerequisites
This scenario requires the following components and configurations:

» An ONTAP ASA storage system with physical data ports on ethernet switches dedicated to storage traffic.
* VCF management domain deployment is complete and the vSphere client is accessible.
NetApp recommends fully redundant network designs for iSCSI. The following diagram illustrates an example

of a redundant configuration, providing fault tolerance for storage systems, switches, networks adapters and
host systems. Refer to the NetApp SAN configuration reference for additional information.


https://docs.netapp.com/us-en/ontap/san-config/index.html
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For multipathing and failover across multiple paths, NetApp recommends having a minimum of two LIFs per
storage node in separate ethernet networks for all SVMs in iSCSI configurations.

This documentation demonstrates the process of creating a new SVM and specifying the IP address
information to create multiple LIFs for iSCSI traffic. To add new LIFs to an existing SVM refer to Create a LIF
(network interface).

For additional information on using VMFS iSCSI datastores with VMware refer to vSphere VMFS Datastore -
iSCSI Storage backend with ONTAP.

In situations where multiple VMkernel adapters are configured on the same IP network, it is

recommended to use software iSCSI port binding on the ESXi hosts to ensure that load
balancing across the adapters occurs. Refer to KB article Considerations for using software
iISCSI port binding in ESX/ESXi (2038869).

Deployment Steps

To deploy ONTAP Tools and use it to create a VMFS datastore on the VCF management domain, complete the
following steps:


https://docs.netapp.com/us-en/ontap/networking/create_a_lif.html
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Create SVM and LIFs on ONTAP storage system

The following step is is performed in ONTAP System Manager.



Create the storage VM and LIFs

Complete the following steps to create an SVM together with multiple LIFs for iSCSI traffic.

1. From ONTAP System Manager navigate to Storage VMs in the left-hand menu and click on + Add to
start.

= | ONTAP System Manager

Storage VMs
DASHBOARD
INSIGHTS + Add
STORAGE MName
DEELE EHC_iSCS|
Volumes

EHC

LUMS
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_iSCSI_3510

Buckets

infra_svm_a300

Qtrees

Quotas J5_EHC_iSCSl

Storage VMs

Tiers

OTViest

2. In the Add Storage VM wizard provide a Name for the SVM, select the IP Space and then, under
Access Protocol, click on the *iSCSI tab and check the box to Enable iSCSI.
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Add Storage VM X

STORAGE VM NAME

SVM_ISCSI

IPSPACE

Default v

Access Protocol

SMB/CIFS, NFS, 53 Q iSCsl FC NVMe
Enable iSCSI

3. In the Network Interface section fill in the IP address, Subnet Mask, and Broadcast Domain and
Port for the first LIF. For subsequent LIFs the checkbox may be enabled to use common settings
across all remaining LIFs or use separate settings.

For multipathing and failover across multiple paths, NetApp recommends having a
@ minimum of two LIFs per storage node in separate Ethernet networks for all SVMs in
iSCSI configurations.
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METWORK INTERFACE

ntaphci-a300-01

IP ADDRESS SUBNET MASK, GATEWAY BROADCAST DOMAIN AND PORT g
172.21.118.179 24 Add optional gateway g jgcg) v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

IP ADDRESS PORT

172.21.119.179 a0a-3375 v

ntaphci-a300-02

IP ADDRESS PORT
172.21.118.180 a0a-3374 v

IP ADDRESS PORT
172.21.119.180 a0a-3375 v

4. Choose whether to enable the Storage VM Administration account (for multi-tenancy environments)
and click on Save to create the SVM.

Storage VM Administration

Manage administrator account

Set up networking for iSCSI on ESXi hosts

The following steps are performed on the VCF management domain cluster using the vSphere client.
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Create Distributed Port Groups for iSCSI traffic

Complete the following to create a new distributed port group for each iISCSI network:

1. From the vSphere client for the management domain cluster, navigate to Inventory > Networking.
Navigate to the existing Distributed Switch and choose the action to create New Distributed Port

Group....

vSphere Client O,

vcf-mO1-clO1-vdsO1 | i acTions
[D] @ @ Summary Monitor Configure Permissions

v [E vef-m01-vc01.sdde.netapp.com
# vef-m0ol-deol Switch Details

~ [ Management Metworks
B " vcf-mO1-clO1-vdsO1
> [ vef-wkid-veOl.sddc.netapp.com (= Actions - vef-m01-cl01-vds01

Distributed Port Group »
= New Distributed Port Group... AD

[[# Add and Manage Hosts...

Manufacturer VMware

Import Distributed Port Group...

Edit Motes... )
2 Manage Distributed Port Groups...

Upgrade
Virtual machines a2

2. In the New Distributed Port Group wizard fill in a name for the new port group and click on Next to
continue.

3. On the Configure settings page fill out all settings. If VLANs are being used be sure to provide the
correct VLAN ID. Click on Next to continue.
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New Distributed Port Configure settings

Group

Port binding
1 Name and location

2 Configure settings

Port allocation
Mumber of ports
Network resource pool

VLAN

VLAN type
VLAN ID

Advanced

\:l Customize default policies configuration

distributed port group.

Set general properties of the new port group.

Static binding

Elastic @

{default)

VLAN

CANCEL BACK

On the Ready to complete page, review the changes and click on Finish to create the new

5. Repeat this process to create a distributed port group for the second iISCSI network being used and

ensure you have input the correct VLAN ID.

6. Once both port groups have been created, navigate to the first port group and select the action to Edit

settings....

vSphere Client

m B B8 @

w @ vef-mO1-veOl.sddc.netapp.com
- vef-mO1-dcOl

~ [ Management Metworks
v = vef-mO1-clot-wdsO
(#) SDDC-DPortGroup-VM-Mgmt
2 vef-mO1-clOl-vds-DVUplinks-19

vef-m01-cl01-vdsOl-pg-iscsia

i# vef-m01-clOt-vdsO  (f) Actions - vef-m01-clO1-vds01-pg-iscsi-a

(R Edit i-Fttings...
I

(#) vef-m01-cl0l-vdsO

Summary

& vef-mO1-clO1-vdsO1-pg-iscsi-a

Monitor Configure

Distributed Port Group Details

Port binding
Port allocation
L ) VLAN ID
IBNENER NN RS

Distributed switch

Metwork protocol

& vef-m01-clO1-vdsO
i vef-mO1-clOl-vds0

Expunﬁguration...

Restore Configuration...

> @'Q vef-wkld-veOl.sdde.netapp.cor

profile

Network resource
pool

Hosts

Permissions

! ACTIONS

Paorts

Static binding

Elastic

L
w

74

= vef-m01-cl0t-vds(



7. On Distributed Port Group - Edit Settings page, navigate to Teaming and failover in the left-hand
menu and click on uplink2 to move it down to Unused uplinks.

Distributed Port Group - Edit Settings | vcf-mo1-clot-vdsOt-pg-iscsi-a X
General Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security MNotify switches Yes

Traffic shaping

Teamning and failover

Monitoring

Failback
Failover order @

MOVE UP ;
Active uplinks

3 uplink?

Miscellaneous

Standby uplinks

Unused uplinks

8. Repeat this step for the second iISCSI port group.
uplinks.

Yes

el -

However, this time move uplink1 down to Unused
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Distributed Port Group - Edit Settings | vcf-m0i-clo1-vds01-pg-iscsi-b

General

Load balancing Route based on originating virtual por
Advanced
Network failure detection Link status only
VLAN
Security Notify switches Yes
Traffic shaping
Failback Yes

Teaming and failover

Monitoring .
Failover order @

Miscellaneous
MOVE UP

Active uplinks
T3 uplink2
Standby uplinks

Unused uplinks

1 uplink1



Create VMkernel adapters on each ESXi host

Repeat this process on each ESXi host in the management domain.

1. From the vSphere client navigate to one of the ESXi hosts in the management domain inventory.
From the Configure tab select VMkernel adapters and click on Add Networking... to start.

— vSphere Client O,

< -
B vef-mOl-esxOl.sddc.netapp.com | :actions
[D] g @ Summary Monitor Configure Permissions VMs Datastores Networks Updat
v [@ vef-mO1-vcO1.sddc.netapp.com — N — adapters

v [ vef-mOi-dcol
Storage Adapters

v [[ vef-mOl-clOn ADD NETWORKING. . REFRESH
Storage Devices
vef-mO1-esx01.sddc.netapp.com
= Host Cache Configuration De = Metwork Label -

il wcf-m01-esx02.sddc.netapp.com

[l vef-mO1-esx03.sddc.netapp.com Rratacol Epcpoints » | vk (8 vef-mO1-clol-vdsO1-pg-mgmt
= IfO Filters .

[} vef-mO1-esx04.sddc.netapp.com g 3| B vmid (8 vef-m01-clol-vdsOt-pg-vmotion
= 3 » ) Networking b4 =

b vehmotnsx0la z » | BN vmk2 (£ vef-m01-cl01-vdsOl-pg-vsan
& vef-mOl-otv9 Virtual switches :

= 2 b " vmike3 B vef-mOl-clol-vdsOi-pg-iscsi-a
. wef-m01-sddemO1 VMkernel adapters St

& vef-mOl-ve 0l Physical adapters : » | vmkio @ -

= vef-wOl-nsxO1 TCP/IP configuration : » | vmkl Ry --

2. On the Select connection type window choose VMkernel Network Adapter and click on Next to
continue.

Add Networking Select connection type %

Select a connection type to create.
1 Select connection type

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

r_":. Wirtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. On the Select target device page, choose one of the distributed port groups for iSCSI that was
created previously.

17
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Add Networking Select target device

Select a target device for the new connection.

| 1 Select connection type ° Select an existing network

() Select an existing standard switch
2 Select target device O New standard Bwitch

‘Quick Filter Enter value

Name NSX Port Group ID Distributed Switch

1 SDDC-DPortGroup-VM-Mamt = vef-mO1-clOl-vdsOl
vef-mO1-clO1-vds0l

@] £ vef-mol-ciol-vds0l-pg-iscsi-b - vef-mO1-clot-vds0l
O %) vcf-mOi-cl0l-vdsO1-pg-mgmt -- vef-m01-c/0T-vds0T
O & vef-mol-ciol-vds0l-pg-vmotion - vef-m01-cl0t-vds0T
O ) vef-mOl-cl0l-vdsOl-pg-vsan - wef-mO1-cl0t-vels0l

Manage Columns & items

CANCEL | BACK |

4. On the Port properties page keep the defaults and click on Next to continue.

Add Networking Port properties

Specify VMkernel port settings.

1 Select connection type
Network label

2 Select target device MTU w

TCP/IP stack Default
3 Port properties —_

Available services

Enabled services vMotion [T] vSphere Replication NFC [ NVMe over RDMA
[ Provisioning [ vsan
[ Fault Telerance logging [ vsaN witness
] Management [_] vSphere Backup NFC
[] vSphere Replication [] nvMe over TCP

5. On the IPv4 settings page fill in the IP address, Subnet mask, and provide a new Gateway IP
address (only if required). Click on Next to continue.



Add Networking

1

2

3

4 IPv4 settings

Select connection type

Select target device

Port properties

IPv4 settings

Specify VMkernel IPv4 settings.

() Onbtain IPv4 settings automatically

© Use static IPv4 settings

IPv4 address

Subnet mask

Default gateway

DNS server addresses

17221118.114

2552552550

[] override default gateway for this adapter

10.61.185.231

6. Review the your selections on the Ready to complete page and click on Finish to create the
VMkernel adapter.

Add Networking

4

5 Ready to complete

7. Repeat this process to create a VMkernel adapter for the second iSCSI network.

Select connection type

Select target device

Port properties

IPvd settings

Ready to complete

v Select target device

Distributed port
group

Distributed switch

Port properties
New port group
MTU

vMotion
Provisioning

Fault Tolerance
logging

Management
vSphere Replication

vSphere Replication
NFC

VSAN

VSAN Witness
vSphere Backup NFC
NVMe over TCP
NVMe over RDMA

IPv4 settings
IPv4 address

Subnet mask

Review your selections before finishing the wizard

vef-m01-clO1-vds01-pg-iscsi-a

vef-m01-cl01-vdsOl

vf-m01-cl01-vds01-pg-iscsi-a (vef-m01-cl01-vds01)

9000

Disabled
Disabled
Disabled

Disabled
Disabled

Disabled

Disabled
Disabled
Disabled
Disabled

Disabled

172.21.1M8.114 (static)
255.255255.0

CANCEL BACK
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Deploy and use ONTAP Tools to configure storage

The following steps are performed on the VCF management domain cluster using the vSphere client and
involve deploying OTV, creating a VMFS iSCSI datastore, and migrating management VM'’s to the new
datastore.
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Deploy ONTAP tools for VMware vSphere

ONTAP tools for VMware vSphere (OTV) is deployed as a VM appliance and provides an integrated
vCenter Ul for managing ONTAP storage.

Complete the following to Deploy ONTAP tools for VMware vSphere:

1. Obtain the ONTAP tools OVA image from the NetApp Support site and download to a local folder.
2. Log into the vCenter appliance for the VCF management domain.

3. From the vCenter appliance interface right-click on the management cluster and select Deploy OVF
Template...

vSphere Client

£

(1 vef-mO1-clO1
@ @ @' Summary Monitor

v [ vef-mO1-vcOl.sddc.netapp.com
v B vcf-m01-dc01 Cluster Detalls

- [P

[[| vef-mO1-esx [[]] Actions - vef-mO1-clO1

= = Total
[[] vcf-mOi-esx BT Add Hosts..

= Total"
5l vef-mOtl-esx =k New Virtual Machine... Migra
[:] bz gl ir"j Mew Resource Pool... Fault |
ELE vef-mOl-nsx

= g
o0 vcf-mOl-sdc & Deploy OME Template... = "L

@5’ vef-mOl=vcC

[mk
oy vef-wil-nsx B New wAp

4. In the Deploy OVF Template wizard click the Local file radio button and select the ONTAP tools OVA
file downloaded in the previous step.


https://mysupport.netapp.com/site/products/all/details/otv/downloads-tab
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Deploy OVF Template

1 Select an OVF template

Select an OVF template 5

Select an OVF template from remote URL or local file system
Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

QO URL

® Local file

UPLOAD FILES | netapp-ontap-tools-for-vmware-vsphere-9.13-9554.ova

5. For steps 2 through 5 of the wizard select a name and folder for the VM, select the compute resource,
review the details, and accept the license agreement.

6. For the storage location of the configuration and disk files, select the vSAN datastore of the VCF

management domain cluster.

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select 3 compute resource
4 Review detalls

5 License agreements

6 Select storage

Select storage W%

Select the storage for the configuration and disk files
[] Encrypt this virtual machine ()
As defined in the VM storage policy

Datastore Default v |

[_] Disable Storage DRS for this virtual machine

Select virtual disk format

VM Storage Policy

Storage N L
MName T Compatibility T Capacity T Provisicned v  Free T m

999.97 GB

cf-m01-cl01-ds-vsan01

Q B vef-m0ot-esx01-esx-install-datastore 2575 GB 4.56 GB 2119 GB Y

O | B vef-m0t-esx02-esx-install-datastore 2575 GB 456 GB 2119 GB Y
O | B vef-mot-esxD3-esx-install-datastore. - 2575 GB 456GB 2119 GB v
l::’ LE} vef-m0l-esx04-esx-install-datastore 2575 GB 4.56 GB 2119 GB Wi
v
< >
Items per page 10 5 items

7. On the Select network page select the network used for management traffic.



Deploy OVF Template Select networks 5

&

Select a destination network for each source network.

Select an OVF template

~
Source Network Destination Network
Select a name and folder
nat vci-m01-cl0T-vds0l-pg-vsarn
{ v
| vef-m01-cI01-vds01-pg-vsan [
Select a compute resource Py Titem
| SDDC-DPortGroup-VM-Mg; |
Review detail . i Browse ...
chiilafi s IP Allocation Settings L J
IP allocation: Static - Manual
License agreements
IP protocol IPva

Select storage

7 Select networks

8. On the Customize template page fill out all required information:

o

o

o

o

o

o

Password to be used for administrative access to OTV.

NTP server IP address.

OTV maintenance account password.

OTV Derby DB password.

Do not check the box to Enable VMware Cloud Foundation (VCF). VCF mode is not required for

deploying supplemental storage.

FQDN or IP address of the vCenter appliance and provide credentials for vCenter.

Provide the required network properties fields.

Click on Next to continue.

Deploy OVF Template Customize template
Customize the deployment properties of this software solution.
1 Select an OVF template I@ 2 properties have invalid values XI
2 Saletta name and folder v System Configuration 4 settings
Application User Password (*) Password to assign to the administrator account.For security

elec compul e ce i a pass that is of |
3 Select a compute resour reasons, It is recommended to use a password that is of eight to

thirty characters and contains a minimum of one upper, one lower,

4 Review details one digit, and one special character

tn

Mk agreRmRnts Password sssssssss @
6 Select storage
Confirm Password ssessenee @

7 Select networks

8 Customize template NTP Servers

A comma-separated list of hostnames or IP addresses of NTP
Servers, If left blank, VMware

tools based time synchronization will be used.

172.21.166.1
Maintenance User Password (%) Password to assign to maint user account
Password sssssssss [®]
Confirm Password ssssssnns &
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Deploy OVF Template

1

7

8 Customize template

Select an OVF template

Select a name and folder

Select a compute resource

Review details

Select networks

Customize template

“ Configure vCenter or Enable VCF

Enable VMware Cloud Foundation (VCF)

wCenter Server Address (7)

Port (%)

Username (%)

Password (%)

v Network Properties

Host Name

IP Address

vCenter server and user details are ignored when VCF is enabled

O

Specify the IP address/nostname of an existing vCenter to r

(o]

172.21166.140

Specify the HTTPS port of an existing vCenter to r

443

Specify the username of an exi

ing vCenter to register to

administrator@vsphere local
rd of an existing vCenter to register to.

Password sssseReEe @

Confirm Password [TITITYTTY @

Specify the hostname for the appliance. (Leave blank if DHC

desired)

vef-mOi-otvo|

Specify the IP address for the appliance. (Leave blank if DHCP is

CANCEL ‘ BACK ‘ NEXT

9. Review all information on the Ready to complete page and the click Finish to begin deploying the
OTV appliance.



Configure a VMFS iSCSI datastore on Management Domain using OTV

Complete the following to use OTV to configure a VMFS iSCSI datastore as supplemental storage on the
management domain:

1. In the vSphere client navigate to the main menu and select NetApp ONTAP Tools.

vSphere Client

(n] Home
&b Shortcuts

5= Inventory

[F content Libraries
&b Workload Management

=l §
% Global Inventory Lists

Lﬁ Policies and Profiles
A Auto Deploy
3 Hybrid Cloud Services

«* Developer Center

% Administration

[£] Tasks

& Events

© Tags & Custom Attributes
€3 | ifecycle Manager

“ Methpp TAP tools

2. Once in ONTAP Tools, from the Getting Started page (or from Storage Systems), click on Add to
add a new storage system.
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vSphere Client

NetApp ONTAP tools INSTANCE 172.21.166.139:8443 v

Overview

Storage Systems
Storage capability profile
Storage Mapping

Settings

Reports
Datastore Report
virtual Machine Report
wVols Datastore Report

vWols Virtual Machine
Report

Log Integrity Report

ONTAP tools for VMware vSphere

Getting Started Traditional Dashboard vVols Dashboard

ONTAP tools for VMware vSphere is a vCenter Server plug-in that provides end-to-end lifecycle management for virtual machines in VMware environments using NetApp storage systems.

= =

Add Storage System Provision Datastore

Add storage systems to ONTAP tools for VMware vSphere. Create traditional or vVols datastores.

PROVISION

Next Steps

View Dashboard

View and menitor the datastores in
ONTAP tools for VMware vSphere.

Settings
Configure administrative settings such
as credentials, alarm thresholds.

What's new? Resources
September 4, 2023
* Qualified and supported with ONTAP 9.13.1 = ONTAP toals for VMware vSphere Documentation Resources
= Supports and interoperates with VMware vSphere 8.x releases = RBAC User Creator Tor Data ONTAP
= Includes newer SCPs that map workloads to the newer All SAN Array platforms through pelicy = ONTAP tools for VMware vSphere REST AP Documentation

based management

3. Provide the IP address and credentials of the ONTAP storage system and click on Add.



Add Storage System

(:i:) Any communication between ONTAP tools plug-in and the storage
system should be mutually authenticated.

vCenter server

Mame or [P address: 17216925
Username: adrmin
Password: (TTTTYTTY]
Port: 443

Advanced options >

CANCEL SAVE & ADD MORE

4. Click on Yes to authorize the cluster certificate and add the storage system.
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Authorize Cluster Certificate

Host 172.16.9.25 has identified itself with a self-signed certificate.

Show certificate

Do you want to trust this certificate?



Migrate management VM’s to iSCSI Datastore

In cases where it is preferred to use ONTAP storage to protect the VCF management VM’s vMotion can
be use to migrate the VM'’s to the newly created iSCSI datastore.

Complete the following steps to migrate the VCF management VM’s to the iSCSI datastore.

1. From the vSphere Client navigate to the management domain cluster and click on the VMs tab.

2. Select the VMs to be migrated to the iSCSI datastore, right click and select Migrate...

= vsphereclient O,

o B 8 e

v [ vef-mO1-vcOl.sddc.netapp.comn
v [ vef-moi-deot

(@ vcf-mO1-cloT

g ([} vcf-mot-clot Guick Filter

[ wecf-mOi-esx0O1.sdde.netapp.com
[ wef-mO1-esx02.sddc.netapp.com
] wcf-mOl-esx03 sddc.netapp.com
[l vcf-mOt-esx04.sddc.netapp.com
i vef-m0l-nsxOla

& vef-mOl-otva

& vef-mOt-sddemot

& vef-mOt-veo!

& vef-wO1-nsxO1

G vef-wOlnsx02

& vef-wD1-nsx03

i wef-wkid-veO1

> [ vef-wkid-veOlsddc netapp.com

! ACTIONS
Summary Monitor Configure Permissions Hosts VMs Datastores Networks Updates
Virtual Machines [UURELTIEIEEN IR7VEH
] Name T | State Status Provisioned Space Used Space Host CPU Host Mem

Powered O Normal 616.52 GB 97.88 GB 3163GB
n

il  Actions - 8 Objects Normal  106.33 GB 6.77 GB

Power

Normal 1598 GB

Guest OS5

Normal 143.81GB 13.98 GB

Snapshots

Normal 600,35 GB 90.61GB 7.99 GHz 48.11GB

@ M‘ngﬁ"f-
VMus

Normal 600,39 GB 946 GB 6.06 GHz 48.1GB

Normal 600.45 GB 9514 GB 7.6 GHz 4814 GB

Template

Normal 182 TB 126.69 GB 780 MHz 28.02GB

Compatibility

3. In the Virtual Machines - Migrate wizard, select Change storage only as the migration type and

click on Next to continue.

8 Virtual Machines -
Migrate

1 Select a migration type

Select a migration type x

Change the virtual machines' compute resource, storage, or both.

(7) Change compute resource only

Migrate the virtual machines to another host or cluster.

Change storage only
rate the virtual machines' storage to a compatible datastore or datastore cluster
{

'__ ange both compute rescurce and storage

Migrate the virtual machines to a specific host or cluster and their storage to a specific datastore or datastore cluster

-f:.\ Cross vCenter Server export

Migrate the virtual machines to a vCenter Server not linked to the current S50 domain.

4. On the Select storage page, select the iISCSi datastore and select Next to continue.
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8 Virtual Machines - Select storage X
Mlgrate Select the destination storage for the virtual machine migration.
BATCH CONFIGURE
| 1 Select a migration type Select virtual disk format Same format as source
VM storasepotc
Ij Disable Storage DRS for this virtual machine
N Storage g . 2
ame T Compatibility T Capacity Provisicned v | Free T by
| E} mgmt_01 iscsi
O | B vei-mot-ciot-ds-vsanol 999.97 GB 72878 52.38 GB v,
< >
Items per page 10 2tems
Compatibility
" Compatibility checks succeeded.
CANCEL BACK
5. Review the selections and click on Finish to start the migration.
6. The relocation status can be viewed from the Recent Tasks pane.
b Recent Tasks Alarms
Task Name T Target T Status T Details T
Relocate virtual machine 60 vef-wdil-nsx03 (]| 8% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine @ vef-wiid-vcOl [ 1 42% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine @ vef-mOl-otve [ 36% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine &0 vef-mOl-nsx0la [ S| 49% Migrating Virtual Machine acti
ve state
Relocate virtual machine @ vef-wil-nsx02 [P 47% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine @ vef-mol-sddemOl (] 39% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine &0 vcf-wil-nsx01 [ —| 42% @ Migrating Virtual Machine acti
ve state
Relocate virtual machine & vef-mo1-veO! | — | 44% @ Migrating Virtual Machine acti

ye state



Additional information

For information on configuring ONTAP storage systems refer to the ONTAP 9 Documentation center.

For information on configuring VCF refer to VMware Cloud Foundation Documentation.

Video demo for this solution

iSCSI Datastores as Supplemental Storage for VCF Management Domains

In this scenario we will demonstrate how to deploy and use ONTAP Tools for VMware
vSphere (OTV) to configure a vVols datastore for a VCF workload domain.

iSCSI is used as the storage protocol for the vVols datastore.

Author: Josh Powell

Use ONTAP Tools to configure supplemental storage (vVols) for VCF Workload
Domains

Scenario Overview

This scenario covers the following high level steps:

 Create a storage virtual machine (SVM) with logical interfaces (LIFs) for iSCSI traffic.
 Create distributed port groups for iSCSI networks on the VI workload domain.

» Create vmkernel adapters for iSCSI on the ESXi hosts for the VI workload domain.

» Deploy ONTAP Tools on the VI workload domain.

» Create a new vVols datastore on the VI workload domain.

Prerequisites

This scenario requires the following components and configurations:

* An ONTAP ASA storage system with physical data ports on ethernet switches dedicated to storage traffic.

» VCF management domain deployment is complete and the vSphere client is accessible.

* AVI workload domain has been previously deployed.

NetApp recommends fully redundant network designs for iSCSI. The following diagram illustrates an example

of a redundant configuration, providing fault tolerance for storage systems, switches, networks adapters and

host systems. Refer to the NetApp SAN configuration reference for additional information.
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https://docs.netapp.com/us-en/ontap
https://docs.vmware.com/en/VMware-Cloud-Foundation/index.html
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=1d0e1af1-40ae-483a-be6f-b156015507cc
https://docs.netapp.com/us-en/ontap/san-config/index.html

ESXi Host 1 ESXi Host 2 - ESXiHostN

nicl nic

EEE] edh e4t: edd
alla +
alb < A v
NetApp ASA controller-1 NetApp ASA controller-2

For multipathing and failover across multiple paths, NetApp recommends having a minimum of two LIFs per
storage node in separate ethernet networks for all SVMs in iSCSI configurations.

This documentation demonstrates the process of creating a new SVM and specifying the IP address
information to create multiple LIFs for iSCSI traffic. To add new LIFs to an existing SVM refer to Create a LIF
(network interface).

In situations where multiple VMkernel adapters are configured on the same IP network, it is

recommended to use software iSCSI port binding on the ESXi hosts to ensure that load
balancing across the adapters occurs. Refer to KB article Considerations for using software
iISCSI port binding in ESX/ESXi (2038869).

For additional information on using VMFS iSCSI datastores with VMware refer to vSphere VMFS Datastore -
iSCSI Storage backend with ONTAP.

Deployment Steps

To deploy ONTAP Tools and use it to create a vVols datastore on the VCF management domain, complete the
following steps:
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https://docs.netapp.com/us-en/ontap/networking/create_a_lif.html
https://docs.netapp.com/us-en/ontap/networking/create_a_lif.html
https://kb.vmware.com/s/article/2038869
https://kb.vmware.com/s/article/2038869
https://docs.netapp.com/us-en/netapp-solutions/vmware/vsphere_ontap_auto_block_iscsi.html
https://docs.netapp.com/us-en/netapp-solutions/vmware/vsphere_ontap_auto_block_iscsi.html

Create SVM and LIFs on ONTAP storage system

The following step is performed in ONTAP System Manager.
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Create the storage VM and LIFs

Complete the following steps to create an SVM together with multiple LIFs for iSCSI traffic.

1. From ONTAP System Manager navigate to Storage VMs in the left-hand menu and click on + Add to
start.

= | ONTAP System Manager

Storage VMs
DASHBOARD
INSIGHTS + Add
STORAGE MName
DEELE EHC_iSCS|
Volumes

EHC

LUMS
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_iSCSI_3510

Buckets

infra_svm_a300

Qtrees

Quotas J5_EHC_iSCSl

Storage VMs

Tiers

OTViest

2. In the Add Storage VM wizard provide a Name for the SVM, select the IP Space and then, under
Access Protocol, click on the iSCSI tab and check the box to Enable iSCSI.
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Add Storage VM X

STORAGE VM NAME

SVM_ISCSI

IPSPACE

Default v

Access Protocol

SMB/CIFS, NFS,S3 = @ iSCSl | FC  NVMe

Enable iSCSI

3. In the Network Interface section fill in the IP address, Subnet Mask, and Broadcast Domain and
Port for the first LIF. For subsequent LIFs the checkbox may be enabled to use common settings
across all remaining LIFs or use separate settings.

For multipathing and failover across multiple paths, NetApp recommends having a
@ minimum of two LIFs per storage node in separate Ethernet networks for all SVMs in
iSCSI configurations.
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METWORK INTERFACE

ntaphci-a300-01

IP ADDRESS SUBNET MASK, GATEWAY BROADCAST DOMAIN AND PORT g
172.21.118.179 24 Add optional gateway g jgcg) v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

IP ADDRESS PORT

172.21.119.179 a0a-3375 v

ntaphci-a300-02

IP ADDRESS PORT
172.21.118.180 a0a-3374 v

IP ADDRESS PORT
172.21.119.180 a0a-3375 v

4. Choose whether to enable the Storage VM Administration account (for multi-tenancy environments)
and click on Save to create the SVM.

Storage VM Administration

Manage administrator account

Set up networking for iSCSI on ESXi hosts

The following steps are performed on the VI Workload Domain cluster using the vSphere client. In this case
vCenter Single Sign-On is being used so the vSphere client is common across the management and workload
domains.
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Create Distributed Port Groups for iSCSI traffic

Complete the following to create a new distributed port group for each iISCSI network:

1. From the vSphere client , navigate to Inventory > Networking for the workload domain. Navigate to
the existing Distributed Switch and choose the action to create New Distributed Port Group....

— vSphereClient O

< v
&= vef-wkid-O1-IT-INF-WKLD-01-vds-01 : ACTIONS
[]:l] @ @ Summary Monitor Configure Permissions Ports Hosts
v [ vef-m01-vcOl.sddc.netapp.com
> R vef-m0Ol-dcOl Switch Details
~ [ vef-wkld-veOl.sddc.netapp.com
v R vef-wkid-01-DC
Manufacturer VMware, Inc.
~ I fa al
2y vef-wkid-O1-T--D\ =) Actions - vef-wkid-O1-T-INF- } \ version L
5 WHKLD-01-vds-01
B vef-whid-O1-1T-INF- ey 5 Hetworks g
a Distributed Port Group a
i vef-whkid-O1-1T-INF - = New Distribli_.llted Port Group... ’
e f e 2 Add and Manage Hosts... 1
¥ B VEEWIG O TEINE W Import Di d Port Group...
Edit Notes... i 2
2 Manage DistfButed Port Groups...

Upgrade ) e

Settings

2. In the New Distributed Port Group wizard fill in a name for the new port group and click on Next to
continue.

3. On the Configure settings page fill out all settings. If VLANs are being used be sure to provide the
correct VLAN ID. Click on Next to continue.
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New Distributed Port Configure settings 5
Group

Set general properties of the new port group.

Port binding Static binding
1 Name and location
i ) Port allocation Elasti (D
2 Configure settings ackiis
Number of ports 8
Network resource pool (default)
VLAN
VLAN type VLAN
VLAN ID 3374
Advanced

[] customize default policies configuration

CANCEL ‘ BACK ‘

. On the Ready to complete page, review the changes and click on Finish to create the new
distributed port group.

. Repeat this process to create a distributed port group for the second iSCSI network being used and
ensure you have input the correct VLAN ID.

. Once both port groups have been created, navigate to the first port group and select the action to Edit
settings....

vSphere Client

¢ @ vcf-wkld-Ol-iscsi-a | : actions

[D] @ @ Summary Monitor Configure Permissions Ports He
v [ vef-mOi-vcOlsdde.netapp.com

Distributed Port Group Details

#] vcf-wkld-01-DC
v = vef-wkld-01-IT-INF-WKLD-01-vds-01

B —— ; @ \, R E e .
(AR NN REE N

Port binding Static binding

i wef-wkld-01-i () Actions - vcf-wkid-01-iscsi-a WLANID: Sl
12y vef-widd-01-1 R Eﬂit Settings... Distributed switch = vef-wkld-01-IT-INF-
= WEKLD-01-vds-01
(# vef-wkid-01-1
i i Net 'k t I =
12) vef-wKIg-01- Configuration... etwork protocol

profile



7. On Distributed Port Group - Edit Settings page, navigate to Teaming and failover in the left-hand
menu and click on uplink2 to move it down to Unused uplinks.

Distributed Port Group -

General
Advanced
VLAN
Security
Traffic shaping
Monitoring

Miscellaneous

Edit Settings | vef-wkid-Otl-iscsi-a X
Load balancing Route based on originating virtual por
MNetwork failure detection Link status only
Notify switches Yes
Failback Yes

Failover order @
MOVE UP
Active uplinks

T uplink1
Standby uplinks

Unused uplinks

T uplink2

8. Repeat this step for the second iSCSI port group. However, this time move uplink1 down to Unused

uplinks.

Distributed Port Group - Edit Settings | vcf-wkid-Ot-iscsi-b

General
Advanced
VLAN
Security
Traffic shaping
Monitoring

Miscellaneous

Load balancing Route based on originating virtual por
Network failure detection Link status only

Notify switches Yes

Failback Yes

Failover order @

MOVE UP

Active uplinks
1 uplink2
Standby uplinks

Unused uplinks

T uplinkl
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Create VMkernel adapters on each ESXi host

Repeat this process on each ESXi host in the workload domain.

1. From the vSphere client navigate to one of the ESXi hosts in the workload domain inventory. From the

Configure tab select VMkernel adapters and click on Add Networking... to start.

= vSphere Client O

m B B e

v [ vef-mO1-veOl.sdde.netapp.com
v [ vef-m01-de0l
> I vef-mOt-clOt
v [ vef-wkid-veOl.sddc.netapp.com
v B vcf-wkid-01-DC
v [ IT-INF-WKLD-01

[l vef-wkid-esx01.sddec.netapp.com

[ vef-wkid-esx02.sddc.netapp.com
[7] wef-wkld-esx03.sdde.netapp.com
[t wef-wkld-esx04.sddc.netapp.com

&Y vef-wOl-otve

2. On the Select connection type window choose VMkernel Network Adapter and click on Next to

continue.

Add Networking

1 Select connection type

3. On the Select target device page, choose one of the distributed port groups for iISCSI that was

created previously.
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[ vcf-wkld-esx0l.sddc.netapp.com i ACTIONS
Summary Monitor Configure Permissions VMs Datastores
N
Storage v VVMkernel adapters
Storage Adapters
ADD NETWRRKING. .. REFRESH
Storage Devices
Host Cache Configuration T Network Label
i A5 e E B s ) vehwkid-OHT-INFWKLD-01-vd
/O Filters ke 5-01-pg-mgmt
Networking ~ z » w5 wrnki i i
s-01-pg-vmotion
Virtual switches .
o — : » | vmka & v
VMkernel adapters = s-01-pg-nfs
Physical adapters . 5
7 9 vmk10 & -

TCP/IP configuration

Select connection type

Select a connection type to create.

© VMkernel Network Adapter

The VMkernal TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault

Tolerance, vSAN, host management and etc.

() Virtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

() Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

Networks

B vef-wikid-0H-IT-INF-WKLD-01-vd

wkid-01-IT-INF-WKLD-01-vd



Add Networking Select target device

Select a target device for the new connection.

| 1 Select connection type ° Select an existing network
() Select an existing standard switch
2 Select target device () New standard switch
Quick Filter Enter value
Name NSX Port Group ID Distributed Switch

vcf-wkid-O-T-INF-WKLD-01-vds-01

(:' (#) vef-wikid-0l-iscsi-b = vef-wkld-O1-IT-INF-WKLD-01-vds-01
O (2) vef-wikid-01-IT-INF-WKLD-01-vds-01-pg-mgmt - vet-wkid-O1-IT-INF-WKLD-01-vds-01
r:.) [ vef-wkid-O1-T-INF-WKLD-0-vds-01-pg-nis = vef-wkid-01-HT-INF-WEKLD-01-vds-02
(:3' 8 vef-wiid-01-IT-INF-WKLD-01-vds-01-pg-vmotion - vef-wkid-01-T-INF-WEKLD-01-vds-01

Manage Columns 5 items

CANCEL BACK

4. On the Port properties page keep the defaults and click on Next to continue.

Add Networking Port properties %
Specify VMkernel port settings.

1 Select connection type
Network label

2 Select target device MTU Get MTU from switch

TCP/IP stack Default
3 Port properties = =

Available services

Enabled services vMotion [ vSphere Replication NFC ] NVMe over RDMA
[ Provisioning [ vsan
[_] Fault Telerance logging [] vsaN witness
[7] Management [] vsphere Backup NFC
[] vSphere Replication [ NvMe over TCP

5. On the IPv4 settings page fill in the IP address, Subnet mask, and provide a new Gateway IP
address (only if required). Click on Next to continue.
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Add Networking

1

2

3

4 IPv4 settings

Select connection type

Select target device

Port properties

IPv4 settings

Specify VMkernel IPv4 settings.

() optain IPv4 settings automatically

© Use static IPv4 settings

IPv4 address

Subnet mask

Default gateway

DNS server addresses

172.2118.27

255.255.255.0

[] override default gateway for this adapter

10.61.185.231

6. Review the your selections on the Ready to complete page and click on Finish to create the
VMkernel adapter.

Add Networking

1

4

5 Ready to complete

7. Repeat this process to create a VMkernel adapter for the second iSCSI network.

Select connection type

Select target device

Port properties

IPv4 settings

Ready to complete

v Select target device

Distributed port
group

Distributed switch

v Port properties

New port group
MTU

vMotion
Provisioning

Fault Tolerance
logging

Management
vSphere Replication

vSphere Replication
NFC

VSAM

vSAN Witness
vSphere Backup NFC
NVMe over TCP
NVMe over RDMA

~ IPv4 settings

IPv4 address

Subnet mask

Review your selections before finishing the wizard

vef-wkid-01-iscsi-a

vef-wkld-01-IT-INF-WKLD-01-vds-01

vef-wkld-01-iscsi-a (vef-wkld-01-IT-INF-WKLD-01-vds-01)

9000

Disabled
Disabled
Disabled

Disabled
Disabled
Disabled

Disabled
Disabled
Disabled
Disabled
Disabled

172.21.118.27 (static)
255.255.255.0

CANCEL BACK



Deploy and use ONTAP Tools to configure storage

The following steps are performed on the VCF management domain cluster using the vSphere client and

involve deploying OTV, creating a vVols iSCSI datastore, and migrating management VM'’s to the new
datastore.

For VI workload domains, OTV is installed to the VCF Management Cluster but registered with the vCenter
associated with the VI workload domain.

For additional information on deploying and using ONTAP Tools in a multiple vCenter environment refer to
Requirements for registering ONTAP tools in multiple vCenter Servers environment.
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Deploy ONTAP tools for VMware vSphere

ONTAP tools for VMware vSphere (OTV) is deployed as a VM appliance and provides an integrated
vCenter Ul for managing ONTAP storage.

Complete the following to Deploy ONTAP tools for VMware vSphere:

1. Obtain the ONTAP tools OVA image from the NetApp Support site and download to a local folder.
2. Log into the vCenter appliance for the VCF management domain.

3. From the vCenter appliance interface right-click on the management cluster and select Deploy OVF
Template...

vSphere Client

£

(1 vef-mO1-clO1
@ @ @' Summary Monitor

v [ vef-mO1-vcOl.sddc.netapp.com
v B vcf-m01-dc01 Cluster Detalls

- [P

[[| vef-mO1-esx [[]] Actions - vef-mO1-clO1

= = Total
[[] vcf-mOi-esx BT Add Hosts..

= Total"
5l vef-mOtl-esx =k New Virtual Machine... Migra
[:] bz gl ir"j Mew Resource Pool... Fault |
ELE vef-mOl-nsx

= g
o0 vcf-mOl-sdc & Deploy OME Template... = "L

@5’ vef-mOl=vcC

[mk
oy vef-wil-nsx B New wAp

4. In the Deploy OVF Template wizard click the Local file radio button and select the ONTAP tools OVA
file downloaded in the previous step.
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Deploy OVF Template

1 Select an OVF template

5. For steps 2 through 5 of the wizard select a name and folder for the VM, select the compute resource,

Select an OVF template 5

Select an OVF template from remote URL or local file system
Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

QO URL

® Local file

UPLOAD FILES | netapp-ontap-tools-for-vmware-vsphere-9.13-9554.ova

review the details, and accept the license agreement.

6. For the storage location of the configuration and disk files, select the vSAN datastore of the VCF

management domain cluster.

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select 3 compute resource
4 Review detalls

5 License agreements

6 Select storage

Select storage W%

Select the storage for the configuration and disk files
[] Encrypt this virtual machine ()
As defined in the VM storage policy

Datastore Default v |

[_] Disable Storage DRS for this virtual machine

Select virtual disk format

VM Storage Policy

Storage N L
MName T Compatibility T Capacity T Provisicned v  Free T m

999.97 GB

cf-m01-cl01-ds-vsan01

Q B vef-m0ot-esx01-esx-install-datastore 2575 GB 4.56 GB 2119 GB Y

O | B vef-m0t-esx02-esx-install-datastore 2575 GB 456 GB 2119 GB Y
O | B vef-mot-esxD3-esx-install-datastore. - 2575 GB 456GB 2119 GB v
l::’ LE} vef-m0l-esx04-esx-install-datastore 2575 GB 4.56 GB 2119 GB Wi
v
< >
Items per page 10 5 items

7. On the Select network page select the network used for management traffic.
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Deploy OVF Template Select networks x
Select a destination network for each source network.
1 Select an OVF template
Source Network Destination Network

2 Select a name and folder

nat vci-m01-cl0T-vds0l-pg-vsarn
{ ; v
f-m01-cl01-vds014
3 Select a compute resource | vermui-e sUi-pgusan | Titem
| SDDC-DPortGroup-VM-Mg;
4 Review detail ; ; ‘ ST ‘
. RO Sete IP Allocation Settings L
IP allocation: Static - Manual
5 License agreements
IP protocol Bva

6 Select storage

7 Select networks

8. On the Customize template page fill out all required information:
o Password to be used for administrative access to OTV.

o NTP server IP address.

o

OTV maintenance account password.
OTV Derby DB password.

Do not check the box to Enable VMware Cloud Foundation (VCF). VCF mode is not required for
deploying supplemental storage.

o

o

o

FQDN or IP address of the vCenter appliance for the VI Workload Domain

o Credentials for the vCenter appliance of the VI Workload Domain

o

Provide the required network properties fields.

Click on Next to continue.



Deploy OVF Template
1 Select an OVF template
2 Select a name and folder

3 Select a compute resource

4 Review det
5 License agreements
6 Select storage

7 Select networks

8 Customize template

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource
4 Review details

5 License agreements

6 Select storage

7 Select networks

8 Customize template

9. Review all information on the Ready to complete page and the click Finish to begin deploying the

OTV appliance.

Customize template

Customize the deployment properties of this software solution.

l@ 2 properties have invalid values

x]

~ System Configuration ings

Application User Password (*)

NTP Servers

Maintenance User Password (%)

Customize template

Enable VMware Cloud Foundation (VCF)

vCenter Server Address (7)

Port ()
Username (%)

Password ()

“ Network Properties

Host Name

IP Address

1

Pass’

rator account.For security

vord to assign to the admini

reasons, itis recommended to use a password that

hirty characters and cont.

one digit, and one special character

s a minimum of cne upper, one lov

Password sssssssss @
Confirm Password seeseeeee @

A comma-separated list of hostnames or IP addresses of NTP
Servers. If left blank, YMware

v will be used.

tools based time synchronizati

172.21.166.1

Password to assign to maint user account

Password

Confirm Password

cessssnssl @

vCenter server and user details are ignored when VCF is enabled

0

Specify the IP address/hostname of an existing vCenter to

10

I cf-wkid-veOl sdde.netapp.com I

Specify the HTTPS port of an existing wvCenter to register to,
443 <

ssssssens @

Password

Confirm Password sssssssss @

ings

Specify the hostname for the appliance. (Leave blank if DHCP is

desired)

Specify the IP address for appliance. (Leave blank if

desired)

CANCEL | BACK | NEXT
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Add a storage system to ONTAP Tools.

1. Access NetApp ONTAP Tools by selecting it from the main menu in the vSphere client.

vSphere Client

o
[l Home

$b Shortcuts

-,El- Inventory

[_1 Content Libraries
¢ Workload Management

[5: Global Inventory Lists

Lﬂ. Policies and Profiles
& Auto Deploy
= Hybrid Cloud Services

«* Developer Center

‘& Administration

IEI Tasks

5 Events

2 Tags & Custom Attributes

FG’ Lifecycle Manager

B SnapCenter Plug-in for VMware vSphere

. etpp TF’ DD
'-@ E]-Duci Erc}ﬁidér %E rvi-c es5

& NSX

+) VMware Aria Operations Configuration

@ Skyline Health Diagnostics

2. From the INSTANCE drop down menu in the ONTAP Tool interface, select the OTV instance
associated with the workload domain to be managed.
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vSphere Client

NetApp ONTAP tools INSTANCE 172.21.166.139:8443 ~

) Plugin Instance Version vCenter Server
Overview

Storage Systems 172.21.166.139:84432 213.0.36905 vef=mOl-veQl sdde netapp.com

Storage capability pr I1?2.2l.]66.id9:84d3 213.0.36905  vcf-wkid-vcOlsddc.netapp.com | brovidi

Storage Mapping

Settings ?
+

3. In ONTAP Tools select Storage Systems from the left hand menu and then press Add.

vSphere Client

NetApp ONTAP tools INSTANCE 172.21.166.149:8443 ~

Storage Systems

REDISCOVER ALL

Overview

Storage Systems

Storage capability profile

4. Fill out the IP Address, credentials of the storage system and the port number. Click on Add to start
the discovery process.

@ vVol requires ONTAP cluster credentials rather than SVM credentials. For more
information refer to Add storage systems In the ONTAP Tools documentation.
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Add Storage System

@ Any communication between ONTAP tools plug-in and the storage
system should be mutually authenticated.

vCenter server

Name or IP address: 17216.9.25
Username: admin
Password: TTTTYTYYY
Port: 443

Advanced options ~

ONTAP Cluster © Automatically fetch () Manually upload
Certificate:

CAMNCEL SAVE & ADD MORE m



Create a storage capability profile in ONTAP Tools

Storage capability profiles describe the features provided by a storage array or storage system. They
include quality of service definitions and are used to select storage systems that meet the parameters
defined in the profile. One of the provided profiles can be used or new ones can be created.

To create a storage capability profile in ONTAP Tools complete the following steps:

1. In ONTAP Tools select Storage capability profile from the left-hand menu and then press Create.

vSphere Client

NetApp ONTAP tools INSTANCE 172.21.166.149:8443 ~

Storage Capability Profiles

overview

Storage Systems

Storage capability profile

MName

2. In the Create Storage Capability profile wizard provide a name and description of the profile and
click on Next.

Create Storage General
Capability Profile
Specify a name and description for the storage capability profile_ @

1 General
MName: Gold_ASA_iSCSI

Description:

CANCEL NEXT

3. Select the platform type and to specify the storage system is to be an All-Flash SAN Array set
Asymmetric to false.
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Create Storage Platform
Capability Profile

Platform: Performance
1 General

Asymmetric: »
2 Platform
3 Protocol

CANCEL BACK ‘ NEXT

4. Next, select choice of protocol or Any to allow all possible protocols. Click Next to continue.

Create Storage Protocol
Capability Profile
Protocol: Any
1 General Any
FCP
2 Platform iSCSI
NVMe/FC

3 Protocol

CANCEL BACK NEXT

5. The performance page allows setting of quality of service in form of minimum and maximum IOPs
allowed.



Create Storage Performance
Capability Profile

() None (D
1 General © Qos policy group @
2 Platform Min IOPS:
3 Protocol Max IOPS: 6000
4 Performance [ Unlimited

5 Storage attributes

6 summary
CANCEL BACK NEXT

6. Complete the storage attributes page selecting storage efficiency, space reservation, encryption and
any tiering policy as needed.

Create Storage Storage attributes
Capability Profile
1 General Deduplication: Ve
2 Platform Compression: Yes
3 Protocol Space reserve: Thin
4 Performance EncrypHion: No
5 Storage attributes Tiering policy (FabricPool): None
6 Summary
CANCEL B