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A short history 
of Kubernetes
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In the beginning...

There was the monolith. Which became many, 
many, many microservices

Images courtesy of Gemini
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Tekton

April 2008
Google Cloud 
is launched

LxC launched, 
complete Linux 
container manager 
merged into the 
Linux Kernel

Work begins to open 
source Google’s Borg 
as Kubernetes

2013
Docker 
launched 

The term “Cloud Computing” 
enters the common vernacular.

Birth of Borg
3-4 Google Engineers 
working to automate 
cluster management 
inside Google. Cloud Run

Anthos

gVisor

Process Containers 
initiative to bring 
containers to the 
Linux kernel

Nov 2014
GKE Alpha

Aug 2015
GKE GA

Envoy 1.0

GKE on Prem

July 2015
Kubernetes
1.0

Knative 
announced

Istio 1.0

2003 2006 2008 2013 2015 20192018

Scheduling ~ Several 
BILLION containers per week 

in 2020 across the entire 
Google environment.

June 2014
First Github 
commit for 
Kubernetes

Innovation Timeline

Istio
announced

History of Kubernetes
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OSS community is the 
heart of Kubernetes

314K
commits

74K+
contributors

7.8K+
companies
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Google leads in 
contributions to K8s

● Entire OSS Kubernetes project is built, tested and 
distributed on Google Cloud Platform itself 

● Run on the same infrastructure which serves 
billions of requests per day

● Who better to run Kubernetes than the largest 
engineering contributor to Kubernetes?

Built, tested and powered by the largest 
contributor to Kubernetes*

Kubernetes contributions in 
by major cloud vendors
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Layers of Kubernetes

Kubernetes (Portable)
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Workload Definition 
(PodSpec) Storage Requirements Application Scaling Service Dependencies

Policy
Security Best 
Practices

Organizational Policy 
and Compliance Network Policy Hybrid Interop 

Configuration
Allowed Devices, 
Hardware, and Quota

Provider Specific API Device Selection 
(GPU, Local SSD)

Placement 
and Isolation

Standard Patterns / 
Configuration Defaults

Compute Specialization
Family -> Architecture -> CPU

Substrate Day 2
Upgrade + Security Patching

Cluster and Node 
Configuration / Evolution

Capacity Management and 
Rightsizing / Bin Packing Cost Attribution
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Why do I want to manage 
all this?

Kubernetes (Portable)
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Workload Definition 
(PodSpec) Storage Requirements Application Scaling Service Dependencies

Policy
Security Best 
Practices

Organizational Policy 
and Compliance Network Policy Hybrid Interop 

Configuration
Allowed Devices, 
Hardware, and Quota

Provider Specific API Device Selection 
(GPU, Local SSD)

Placement 
and Isolation

Standard Patterns / 
Configuration Defaults

Compute Specialization
Family -> Architecture -> CPU

Substrate Day 2
Upgrade + Security Patching

Cluster and Node 
Configuration / Evolution

Capacity Management and 
Rightsizing / Bin Packing Cost Attribution
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GKE to the rescue

Kubernetes (Portable)

Provider Specific API

Policy

Substrate

Continue to manage workloads the way you’re used to. Autopilot retains 
the full flexibility and power of the Kubernetes API and community.

GKE, using the Autopilot mode of operation, provides a standardized API that 
makes it easy to utilize provider specific capabilities. The customization you 
need, less boilerplate.

Best practice configurations out-of-the box, with full freedom to extend with any 
policies that are important to your business.

GKE, in the Autopilot mode of operation, manages the substrate, taking full 
responsibility for day-2 infrastructure ops handling capacity, patching, and upgrade 
coordination.
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GKE fully managed experience 
Keeps you in control

GKE Management of K8s OSS Policies 

Your container workloads deployed/consuming K8s APIs
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Leverage GKE to do more 
with less

Cluster bin packing

Optimizing provisioned 
infrastructure, getting the 
biggest bang for your buck

Workload Reliability 
Engineering

Ensuring your workloads 
are available and tuned

Workload rightsizing

Requested resources 
vs Actual utilization

pod
pod

GKE 
Pod level SLA

Application Developer

Platform Admin

CPU

pod
Memory

pod

waste

Site Reliability 
Engineering

Ensuring your infrastructure 
is available, reliable, and 
scalable

Demand based downscaling

Horizontal and vertical auto 
scaling to respond to changes in 
demand and optimize cloud costs
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GKE Clusters

Multi-cloud for Kubernetes is born
Centrally manage the lifecycle of clusters running anywhere with a unified control plane

GKE
Control Plane

GKE on GDC

On-premises 

GKE on AWS GKE on Azure
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GKE Now
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Building a platform should 
be easy

On-Premises
Google Distributed Cloud

Google Cloud

Other Clouds

Unified Management and Operations API and UI
Deploy, manage, and optimize workloads and clusters across fleets and teams via API, CLI, and Console UI

Operations
Observability

Logging & monitoring

Security
Workload & platform security

Binary authorization

Governance
GitOps config automation

Policy controller

Fleet Management and Team Management
Multi-cluster automation and team-based cluster management

Service Networking
Service mesh

Multi-cluster ingress routing

Kubernetes Control Plane & Platform API
Infrastructure integration and cluster lifecycle management

● Automated cluster lifecycle mgmt
● Pod and cluster autoscaling
● Autopilot mode
● GPU/TPU for AI/ML workloads

● Cost insights and 
optimization

● Automated migration tools
● 15K node scalability
● …and more

GKE
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Mitigate 
deprecations
Auto-upgrades are paused 
for exposed clusters
Insights notify with 
actionable details 
for mitigation 

Qualify by rolling 
out in sequence
Fleet-based and team-based 
rollout sequences allow for 
soak time in staging and 
testing environments before 
auto-upgrading production

Upgrade when 
ready and safe
Maintenance exclusions 
postpone auto-upgrades 
until ready
Maintenance windows 
define safe time for upgrades

Upgrade safely
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Release channels

Regular StableRapid
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gcloud container clusters create-auto [CLUSTER_NAME] --release-channel=regular

And you still have control:  manual upgrades, 
maintenance windows, exclusions, and pod 
disruption budgets (PDBs) are still respected.

Chrome-like, automated updates. Choose a release 
cadence and feature set to match risk preference.
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Rollout sequencing
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Better predictability: manage the automated rollout sequence of new minor releases 
and patch versions among clusters
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Mitigate deprecations

1. Get insights about deprecated 
Kubernetes features and API 
usage by clusters and at org scale

2. Follow migration guides to 
migrate impacted clusters 
and unblock upgrades

3. Keep Beta APIs disabled by default 
to avoid future deprecations

1

2

3
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Troubleshoot easily
● Discover and resolve issues 

using insights and Gemini assistance

● Correlate metrics with events 
using embedded event annotation

● Follow interactive playbooks 
to troubleshoot common issues 
such as Unschedulable Pods

● Understand error logs, possible 
causes and ways to troubleshoot by 
asking Gemini to explain log entry
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Cluster cost optimization
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GKE is the leader in scaling

GKE supports the largest 
and most scalable clusters 
in the industry

Supported Cluster Size

Tanzu AKSOCP EKS GKE

15000

100X
7.5X

3X 3X
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Scaling with fleet-based multi-team 
and multi-cluster management

Platform Administrator

● Provision application teams as tenants 
of a multi-cluster fleet.

● Set per-tenant policies for access, security 
and operational controls.

● View per-team statistics and 
recommendations.

Application Operator

● Self-service onboarding and management 
of apps.

● View workload status, logs and metrics.

● Manage cost, security and operational 
concerns for individual applications.

Benefits

● Simplify multi cluster management

● Apply consistent config and policies at scale

● Self-service for application team agility
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Multi cluster 
operations 
with fleet 
and Gitops 
based config
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Kubernetes 
Security 
Posture 
dashboard
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Policy Controller integrated in GKE
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Binary Authorization 
Deploy only what you trust 

Bu
ild

Te
st

Sc
an

An
al

ys
is

Q
A

Untrusted
Code

Checked-in-Code
CI / CD Pipeline

Binary
Authorization GKE

Audit
Log

● Pluggable, open sourced 
attestation framework

● Integrated with CloudBuild 
and GCR Vulnerability scan

● Set allow list for 3rd party 
images.

● In case of emergency, 
Break glass.

● Flexible policy granularity: 
per project, cluster, 
identity/namespace (preview)

● Native integration with GKE 
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Unified AI/ML platform for GKE

Distributed Computing Frameworks

Tools and Libraries

GKE

gVNICFast SocketLocal SSD GCS FuseTimeSharingMulti-Instance

Autoscaling | Placement | Provisioning

Kueue: Kubernetes-native Job queuing

NCCL

Build | Train | Deploy

Team 3 Team 4Team 1 Team 2 Team 5

Work ow and Data Processing
Custom Frameworks

Compute GPU TPU Storage Network
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AI fast startup
● Pain point: AI/ML container images can 

be very large (20GB+), making them very 
slow to load.

● Solution: Cache the container image on 
a secondary boot disk.

● Also works to cache data such as ML 
models, weights, etc.

● Near-constant latency even at massive 
scale.

● In GKE, enable with a single flag: 
--secondary-boot-disk

up to

29x
faster time to mount a 16GB 

container into Running status 
(from 271 to 9 seconds)
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Serve using multiple NVIDIA L4 GPUs

● Pain point: NVIDIA A100 or H100 GPUs 
are very expensive and hard to obtain.

● Solution: Shard your ML model and 
serve it using two or three L4 GPUs 
(each contains 24GB memory).

● Save money: a single L4 offers 30% of 
the memory of H100 at 1% of the price.

● Mild latency increase using L4 GPUs, 
depending on the ML model.

up to

50%
cost savings switching from an 
A100 GPU to multiple L4 GPUs
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Vertex’s 
innovative 
managed 
AI platform 
leverages 
GKE

 
 Data Science Workbench

Data & Features Deploy 

MLOps 

Customize, Deploy & Manage

Train 

Vertex AI Platform 

Google Cloud Infrastructure (GPU / TPU)

Deploy 

Google Kubernetes Engine

JAX, TensorFlow, PyTorch, XLA

Open Software and Frameworks
Jupyter, Ray, KubeFlow, Spark 

Dynamic Workload Scheduler

Node Provisioning and Autoscaling
Flexible Consumption (On-Demand, CUD, Spot) 

Kueue Job Queuing

Distributed & Scaled Orchestration 
High Throughput Scaling Autopilot Post Fast Starts
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Do it yourself (DIY)

Eg. Redis, MariaDB, postgresql

Apps deployed as container images 
and managed by customers

Kubernetes Operator

Eg. Elastic operator

Apps deployed as container images 
with management shared with 
operator contracts.  

Data SaaS

Eg. MariaDB SkySQL

Apps that are fully managed 
Saas solutions for end users 

Self Managed Fully ManagedPartially Managed

Spectrum of Stateful Apps on GKE
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GKE Enterprise edition

On-Premises
Google Distributed Cloud

GKE Standard edition
Google Cloud

Other Clouds

Unified Management and Operations API and UI
Deploy, manage, and optimize workloads and clusters across fleets and teams via API, CLI, and Console UI

Operations
Observability

Logging & monitoring

Security
Workload & platform security

Binary authorization

Governance
GitOps config automation

Policy controller

Fleet Management and Team Management
Multi-cluster automation and team-based cluster management

Service Networking
Service mesh

Multi-cluster ingress routing

Kubernetes Control Plane & Platform API
Infrastructure integration and cluster lifecycle management

● Automated cluster lifecycle mgmt
● Pod and cluster autoscaling
● Autopilot mode
● GPU/TPU for AI/ML workloads

● Cost insights and optimization
● Automated migration tools
● 15K node scalability
● …and more

One GKE experience



035ProprietaryGoogle Cloud Next ‘24

The future 
of GKE
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Compute Classes
Advanced node config options, including fall-back priorities with active reconciliation
abstracted to a single node selector in the workload

Define priorities, reconcile upNode selection prioritization 
- Fall-back priorities for nodes
- Spot priorities with fall-backs
- Define by instance characteristics (machine/ family/ size)
- GPU/TPU support
- Scaling profiles
- Named GCE reservations

Active reconciliation to top priorities
- Reconcile workloads to top priorities
- Subject to TTL, PDB, etc

Default classes
- Override Autopilot default class per namespace
- Even without nodeSelectors, workloads get desired node config

1. N2D-standard-16,  spot

2. N2D on demand, minCore: 8 

3. C2 spot, minCore: 8

4. Generic compute
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Scaling with compute classes

apiVersion: v1
kind: Pod
metadata:
 name: nginx
 labels:
   pod: nginx-pod
spec:
 nodeSelector:
   cloud.google.com/compute-class: custom-config
 containers:
   - image: nginx
     name: nginx-container

apiVersion: autoscaling.gke.io/v1alpha1
kind: ComputeClass
metadata:
 name: custom-config
spec:
activeMigration:

optimizeRulePriority : true

nodePoolAutoCreation:              

enabled              : true   

priorities:

- machineType    : n2d-standard-16

spot           : true

- family         : c2

spot           : true

minCores       : 8

- family         : n2d

spot           : false

minCores       : 8

Private Preview 

(code will change)
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Dynamic workload scheduler
New obtainability capabilities for accelerators

Batch on 
GCE

Calendar Mode:
Job start times assurance 
with Future Reservations

Use Cases:
(re)training, recurring 

fine-tuning

Flex Start Mode:
Optimized economics and 

higher obtainability for 
on-demand resources

Use Cases:
 time flexible experiments, 

fine tuning, batch inference

Works across GCP

Managed Instance 
Groups on GCE GKE Vertex AIBatch on 

GCE

“The new DWS scheduling capabilities 
have been a game-changer in procuring 
sufficient GPU capacity for our training 
runs. We didn’t have to worry about 
wasting money on idle GPUs while 
refreshing the page hoping for sufficient 
compute resources to become 
available.”

- Sahil Chopra, Co-Founder & CEO, 
Linum AI

GPUs & TPUsGPUs 
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Flex Start mode: AI/ML workloads get 
served in order of arrival

Job parameters:
● Resource quantity (VM count)
● Location (Region or Zone)
● Run duration (default max 7 days)

User scenario:
“I want to run my multi-node training job using 2 
A2 VMs with 8 GPUs for 15h in us-central1”

Job queue - requests by arrival time Capacity usage
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Stateful and Training workloads 
with Parallel Store

GCE GKE DLVM DLC VertexAI

POSIX

GPU/TPU

CPU

VM VM

Parallelstore

High Performance
● Up to 6.3x read throughput performance compared to competitive 

Lustre Scratch offerings ~200MB/sec per TB (read)
● Ultra low latency (~0.3ms) and ultra high performing (millions of 

IOPS and metadata operations)

AI Optimized Architecture
● Distributed metadata management, extreme IOPS, and Key Value 

architecture are necessary for demanding AI/ML workloads

Next Generation Parallel File System
● Accelerate high-performance applications that 

require both high scale and low latency data access 
● Maximize GPU/TPU utilization as data is always available

Powerful Operations
● Integrated data protection across servers to improve availability 
● Data transfer from Cloud Storage at 10 GB/s++
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turns 10! 
#k8sturns10
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We are interested in 
your feedback! 

Connect with a 
GKE/Serverless PM or 
UX researcher.



Thank you
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