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Abstract

This document contains 578 references that may be useful in answering the following questions in all
their varied contexts: “How statistically distinguishable are quantum states?” and “What is the best
tradeoff between disturbance and inference in quantum measurement?”

References are grouped under three major headings: Progress Toward the Quantum Problem; In-
formation Theory and Classical Distinguishability; and Matrix Inequalities, Operator Relations, and
Mathematical Techniques.

This is an expanded version of the bibliography appearing in my Ph. D. Dissertation Distinguishability
and Accessible Information in Quantum Theory. Even now, the list is far from complete: relevant
additions to the list are welcome. Eventually, this bibliography will be annotated and published elsewhere.
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preprint, pp. 1–13, 1994.

169. H. Nagaoka, “On Fisher information of quantum statistical models,” in The 10th Symposium on In-
formation Theory and Its Applications (??, ed.), (??), pp. 241–246, ??, 1987. Enoshima Island, Japan,
Nov. 19-21, 1987. In Japanese.

170. H. Nagaoka, “On the parameter estimation problem for quantum statistical models,” in The 12th
Symposium on Information Theory and Its Applications (SITA ’89) (??, ed.), (??), pp. 577–582, ??,
1989. Inuyama, Japan, Dec. 6-9, 1989.

171. H. Nagaoka, “Differential geometrical aspects of quantum state estimation and relative entropy,” Uni-
versity of Tokyo preprint, September 1994.

172. H. Nagaoka, “Differential geometrical aspects of quantum state estimation and relative entropy,” in
Quantum Communications and Measurement (V. P. Belavkin, O. Hirota, and R. L. Hudson, eds.),
(New York), pp. 449–452, Plenum Press, 1995.

173. M. Nakamura and T. Turumaru, “Expectations in an operator algebra,” Tohoku Mathematics Journal,
vol. 6, pp. 182–188, 1954.

174. W. Ochs, “On the strong law of large numbers in quantum probability theory,” Journal of Philosophical
Logic, vol. 6, pp. 473–480, 1977.

9



175. M. Ohya, “On compound state and mutual information in quantum information theory,” IEEE Trans-
actions on Information Theory, vol. IT-29(5), pp. 770–774, 1983.

176. M. Ohya and D. Petz, Quantum Entropy and Its Use. Texts and Monographs in Physics, Berlin:
Springer-Verlag, 1993.

177. M. Ohya, “State change, complexity and fractal in quantum systems,” in Quantum Communications
and Measurement (V. P. Belavkin, O. Hirota, and R. L. Hudson, eds.), (New York), pp. 309–320,
Plenum Press, 1995.

178. M. Ohya and N. Watanabe, “A mathematical study of information transmission in quantum commu-
nication processes,” in Quantum Communications and Measurement (V. P. Belavkin, O. Hirota, and
R. L. Hudson, eds.), (New York), pp. 371–378, Plenum Press, 1995.

179. M. Osaki and O. Hirota, “On an effectiveness of quantum mini-max formula in quantum communica-
tion,” in Quantum Communications and Measurement (V. P. Belavkin, O. Hirota, and R. L. Hudson,
eds.), (New York), pp. 401–409, Plenum Press, 1995.

180. M. Ozawa, “Mathematical characterization of measurement statistics,” in Quantum Communications
and Measurement (V. P. Belavkin, O. Hirota, and R. L. Hudson, eds.), (New York), pp. 109–117,
Plenum Press, 1995.

181. D. N. Page, “Average entropy of a subsystem,” Physical Review Letters, vol. 71(9), pp. 1291–1294,
1993.

182. J. L. Park and W. Band, “A general method of empirical state determination in quantum physics:
Part I,” Foundations of Physics, vol. 1(3), pp. 211–226, 1971.
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pp. 617–624, 1965. Publications of the Mathematical Institute of the Hungarian Academy of Sciences.
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367. A. Rényi, “On some basic problems of statistics from the point of view of information theory,” in
Proceedings of the Fifth Berkeley Symposium on Mathematical Statistics and Probability, vol. 1 (L. M.
LeCam and J. Neyman, eds.), (Berkeley, CA), pp. 531–543, University of California Press, 1967.
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Mathematical Society, 1968.
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466. I. C. Gohberg and M. G. Krĕın, Introduction to the Theory of Linear Nonselfadjoint Operators. Trans-
lations of Mathematical Monographs, vol. 18, Providence, RI: American Mathematical Society, 1969.
Translated by A. Feinstein.

467. I. Gohberg, P. Lancaster, and L. Rodman, “On Hermitian solutions of the symmetric algebraic Riccati
equation,” SIAM Journal on Control and Optimization, vol. 24(6), pp. 1323–1334, 1986.

468. A. Graham, Kronecker Products and Matrix Calculus: with Applications. Ellis Horwood Series in
Mathematics and Its Applications, Chichester, England: Ellis Horwood Limited, 1981.

469. P. R. Halmos, “Finite dimensional vector spaces,” Annals of Mathematics Studies, vol. 7, pp. 1–196,
1942.

470. F. Hansen, “An operator inequality,” Mathematische Annalen, vol. 246, pp. 249–250, 1980.

471. F. Hansen and G. K. Pedersen, “Jensen’s inequality for operators and Loewner’s theorem,” Mathema-
tische Annalen, vol. 258, pp. 229–241, 1981/1982.
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