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Abstract (DCS) [2, 3, 4].

The demand for efficient data dissemination/access tech- DCS exploits the notion that the nature of the data is
niques to find the relevant data from within a sensor network more important than the identities of the nodes that collect
has led to the development of data-centric sensor networksthe data. Thus, sensor data as contrasted to sensor nodes
(DCS), where the sensor data as contrast to sensor nodes arsre “named”, based on attributes such as event-type (e.g.,
named based on attributes such as event type or geographielephant-sightings) or geographic location. According to
location. However, saving data inside a network also cre- their names, the sensing data are passed to and stored at cor-
ates security problems due to the lack of tamper-resistanceresponding sensor nodes determined by a mapping function
of the sensor nodes and the unattended nature of the sens®uch as Geographic Hash Table (GHT) [2]. As the sensing
network. For example, an attacker may simply locate and data with the same name are stored in the same location,
compromise the node storing the event of his interest. To ad-queries for data of a particular name can be sent directly to
dress these security problems, we preg#ItS, a privacy- the storing nodes using geographic routing protocols such
enhanced DCS network which offers different levels of data as GPSR [5], rather than flooding the query throughout the
privacy based on different cryptographic keygDCS also network. Figure 1 shows an example of using a DCS-based
includes an efficient key management scheme to facilitate th sensor network to monitor the activities or presence of ani-
management of multiple keys in the system. In addition, we mals in a wild animal habitat. The sensed data can be used
propose several query optimization techniques based on Euby zoologists to study the animals, and may also be used to
clidean Steiner Tree and Keyed Bloom Filter to minimize the assist an authorized hunter to locate certain types of dgima
query overhead while providing certain query privacy. Fi- (e.g., boars and deers) for hunting. With DCS, all the sens-
nally, detailed analysis and simulations show that the Heye ing data regarding one type of animals are forwarded to and
Bloom Filter scheme can significantly reduce the messagestored in one location. As a result, a zoologist only needs
overhead with the same level of query delay and maintain ato send one query to the right location to find out the infor-
very high level of query privacy. mation about that type of animals. Similarly, a soldier can
1 Introduction easily obtain enemy tank information through a DCS-based

- sensor network in the battlefield.
Sensor networks are envisioned to be extremely useful

for a broad spectrum of emerging civil and military appli-
cations [1], such as remote surveillance, habitat monitor-
ing, and collaborative target tracking. As sensor networks
scale in size, so will the amount of sensing data gener-
ated. The large volume of data coupled with the fact that
the data are spread across the entire network creates a de-
mand for efficient data dissemination/access techniques to
find the relevant data from within the network. This demand
has led to the development of data centric sensor networks
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In many cases, DCS-based data dissemination offers anificantly reduce the message overhead without losing any
significant advantage over previous external storageebase query privacy.
data dissemination approaches, where an external base sta- The rest of the paper is organized as follows. We first
tion (BS is used for collecting and storing the sensing data. describe the related work in Section 2 and then discuss the
If many queries are issued from nodes within the network assumptions and design goal in Section 3. Section 4 presents
[6, 4], external storage-based scheme is very inefficieitesi  several secure mapping functions, followed by a key man-
data must be sent back and forth between the sensors and thggement scheme and optimization techniques for sending
BS, thus causing the nodes close to the BS to die rapidly duequeries. In Section 5, we compare the performance of several
to energy depletion. Further, for sensor networks deplayed query methods. Finally, we conclude this paper in Section 6.
hostile environments such as a battlefield, external BS may
not be available because the BS is very attractive for phys-
ical destroy and compromise, thus becoming a single point2 Related Work

of failure from both security and operation perspectives. | e introduce the related work in three categories: pri-

contrast, the operation of a DCS system does not assume thgacy and anonymity, key management, and location-based
availability of a persistent BS; instead, mobile sinks (MSs  forwarding.

such as mobile sensors, users or soldiers, may be dispatched
on-demand to collect the stored data (or perform otherJasks 2.1 Location Privacy and Communication
in appropriate times. Anonymity
The previous DCS systems however were not designed There are mainly two approaches for restricting mobile
with security in mind. All data of the same event type are sink (MS) access to sensor data: policy enforcement and
stored at the same node [7, 2] or several nodes [3, 4] basedjata perturbation. In the spirit of the first approach, Mges
on a publicly-known mapping function. As long as the map- al. [9], Hengartner and Steenkiste [10], and Snekkenes [11]
ping function and the types of events monitored in the system studied the issue of specifying location privacy policies o
are known, one can easily determine the locations of the senwhich access control decisions are based. Alternatively,
sors storing different types of data. In our previous ex&npl anonymity mechanisms could also be employed to provide
a zoologist can use the DCS system to locate any animalsthe required level of privacy by properly perturbing the-sen
of interest. A non-authorized person may also use the DCSsor data before its release. Gruteser et al. [12] proposéd te
system to discover the locations of the animals for hunting. niques such as data cloaking and hierarchical data aggrega-
However, we may only permit a hunter to hunt some ani- tjon to prevent an attacker from tracking the precise locati
mals (e.g., boars and deers) but not the protected ones (€.gof an individual monitored by sensors. The main difference
elephants). A non-conforming hunter however may acquire petween our work and the previous work is that we achieve
the locations of the protected animals for hunting purpose. sensor data privacy in an unattended environment by encryp-
As such, security and privacy should be provided for DCS tion and random location mapping, not by policy enforce-
system. ment or data perturbation. These techniques are complemen-
Securing DCS systems however is complicated by the net-tary to each other and can be applied jointly if needed.
work scale, the highly constrained system resource, the dif
ficulty of dealing with node compromises, and the fact that 2.2 Key Management for Sensor Networks
sensor networks are often deployeduimattendecand hos- Key management for sensor networks has been exten-
tile environments. The low cost of sensor nodes (e.g., lesssively studied recently. There are pairwise key establesfitm
than $1 as envisioned for smart dust [8]) precludes the-built schemes using a trusted third party (BS) [13], exploiting
in tamper-resistance capability of sensor nodes. Thus, thethe initial trustworthiness of newly deployed sensors [14]
lack of tamper-resistance coupled with the unattended@atu and based on the framework of probabilistic key predeploy-
gives an adversary the opportunity to break into the cagture ment [15, 16, 17, 18, 19, 20pDCS may adopt one of these
sensor nodes to read out sensor data and cryptographic keygairwise key establishment schemes based on the security
We presentpDCS, a privacy enhanced DCS system for requirements and resource constraints.
unattendedsensor networks. To the best of our knowledge, A few schemes also discussed the management of group
pDCS is the first one to provide security and privacy to data- keys in sensor networks. In [14], an updated group key is
centric sensor networks. SpecificallpDCS provides the  distributed in a network through hop-by-hop encryption by
following features. First, even if an attacker can compro- trading computation for communication. In [21] geographi-
mise a sensor node and obtain all its keys, he cannot decryptal information is exploited to map a logical key tree [22] to
the data stored in the compromised node. Second, after arthe physical tree structure so as to optimize the energyrexpe
attacker has compromised a sensor node, he cannot knowditure of a group rekeying operation. There are mainly two
where this compromised node stored its data detected in thedifferences between our key management scheme and the
previous time intervals. ThirdgDCS includes very efficient  above. First, in addition to group key updatingpinCS row
key management schemes for revoking a compromised nodekeys and cell keys also need to be updated upon a node revo-
once its compromise has been detected, thus preventing aration. Second, ipDCS, the key encryption keys (KEKS)
attacker from knowing the future storage location for par- in alogical key tree are also location-dependent keys and ou
ticular events. FinallypDCS provides a novel query opti- cell-based network partition allows our scheme to furtleer r
mization scheme called Keyed Bloom Filter scheme to sig- duce rekeying overhead.



2.3 Location-based Forwarding

attacks are studied separately and the proposed defehse tec

Location-based forwarding has been studied for both mo- niques are also attack-specific. As such, we will focus on the
bile ad hoc networks and sensor networks. The location- specific security problems in opDCS network instead of
aided routing [23] was proposed to reduce the cost of discov- solving all attacks. We assume that ipBCS network the

ery by restricted area flooding when the uncertainty about a(qlti_mate) goal of an attaqker is to obtain the event data of
destination is limited. Greedy routing schemes, e.g., GPSRhis interest. To achieve this goal, an attacker may launeh th
[5], choose the next hop that provides most progress to-following attacks.

wards the destination. In these schemes, the delivery of o Passive Attack An attacker may passive|y eavesdrop

packets is guaranteed by planarizing the network graph and
applying detour algorithms which avoid obstacles using the
“right hand rule” strategy. Niculescu and Nath [24] propbse
trajectory-based routing, in which the source encodesdraj
tory to traverse and embeds it into each packet. Upon the
arrival of each packet, intermediate nodes employ greedy
forwarding techniques such that the packet follows itetraj
tory as much as possible. With this scheme, routing becomes
source-based while there is no need for maintaining routing
tables at intermediate nodes. We note that the scheme in [24]
is suitable for a regular shape trajectory, not for totadig-r
dom shape trajectory, which is the cas@DCS.

pDCS employs two approaches for forwarding query
packets to randomly distributed locations. One is trajgeto
based routing, in which the trajectory is explicitly encdde

on the message transmissions in the network.

e Query Attack An attacker may simply send a query

into the network to obtain the sensor data of interest to
him.

e Readout Attack An attacker may capture some sensor

nodes and read out the stored sensor data directly. It
is not hard to download data from both the RAM and
ROM spaces of sensor nodes (e.g., Mica motes [31]).

e Mapping Attack In this attack, the goal of an attacker

is to identify the mapping relation between two cells.
Specifically, he may either identify the storage cell for a
specific detection cell or figure out the detection cell for
a storage cell of his interest. Mapping attack is normally
followed by a readout attack.

in each packet using Euclidean Steiner Tree. In another ap-  The passive attack can be relatively easily addressed by
proach, a novel keyed bloom filter technique is applied to message encryption with keys of sufficient length, and the
encode the trajectory implicitly, which can achieve destin - query attack can be addressed by source authentication [13]
tion anonymity while guaranteeing that each query packet so that a node only answers queries from authorized entity.
reaches its destination. Given that compromising nodes is much easier than to break
the underlying encryption/authentication algorithm, wa<
sider the readout attack and the mapping attack are more
preferable to the attacker. Note that letting detectiotscel
3.1 Network Model encrypt sensor data and store the encryptedIidegdly can-

As in other DCS systems [7, 2, 3], opDCSsystem also not address the readout attack because an attacker can read
assumes that a sensor network is divided into cells (orgrids out the encryption keys from the captured sensor nodes as
where each pair of nodes in neighboring cells can communi- well.
cate directly with each other. Cell is the minimum unit for . .
detecting events (referred to dstection ce) and for stor- ~ 3-3  Security Assumption o
ing sensor data (referred to atrage cel); for example, a We assume that an authorized mobile sink (MS) has a
cell head coordinates all the actions inside a cell. Eadh cel mechanism to authenticate broadcast messages (e.g., based
has a unique id and every sensor node knows in which cell it On MTESLA [13]), and every node can verify the broadcast
is located through its GPS or an attack-resilient locaizat ~ Messages. We also assume that when an attacker compro-
scheme [25]. mises a node he can obtain all the sensitive keying mate-

We assume the events of interest to the MSs are classifiedia! Possessed by the compromised node. Note that although
into multiple types. For example, when a sensor network technically an attacke_r can compromise an_arb|trary num-
is deployed for monitoring the activities and locationste t ber of current generation of sensor nodes without much ef-

animals in a wild animal habitat, each activity of each aima fort, we assume that only nodes in a small numisprof
may be considered as one event type. cells have been compromised. For example, it may not be

We do not assume a fixed BS in the network. Instead. VETY €asy for sensor nodes to be captured because of their

a trusted MS may enter the network at an appropriate time l0cations. Also, the attacker needs to spend longer time on
and work as the network controller for collecting data orper COMPromising more sensor nodes, which may increase the
forming key management. We also assume the clocks of sen.chance of being identified. For simplicity, we say a cell is

sor nodes in a network are loosely synchronized due to anc°MPromised when at least one node in the cell is compro-

attack-resilient time synchronization protocol [26, 27]. mised. To deal with the worst scenario, we allow an attacker
to selectivelycompromises cells.
3.2 Attack Model We assume the existence of anti-traffic analysis tech-
Given the unattended nature of a sensor network, an at-niques if so required. If an attacker is capable of monitprin
tacker may launch various security attacks against the net-and collecting all the traffic in the network, he may be able
work at all layers of the protocol stack [28, 29, 30]. Due to correlate the detection cells and the storage cells witho
to the lack of a one-for-all solution, in the literature taes knowing the mapping functions. Therefore, we assume one

3 Models and Design Goal



of the existing schemes [32, 33, 34, 35] may be applied to prevent traffic analysis and to prevent an attacker from
counter traffic analysis if the attacker is assumed to be-capa injecting false packets.

ble of traffic analysis.l 4. On receiving the messagestores it locally.
3.4 Design Goa 5. If an authorized mobile sink (MS) is interested in the

Our goal is to address the types of attacks that are specific eventE occurred in celll, it determines the storage cell

to pDCS, i.e., passive attack, query attack, readout attack, L
and mapping attack. As passive attack and query attack are \éizgﬂssseenddﬁ]asiﬁgyntze;)e (optimized query schemes are

easy to address, below we mainly discuss the requirements _ _ _
to be met for addressing the readout attack and the mapping 6. After it retrieves the message of interest, the MS de-
attack. crypts it with the proper cell key (more details are dis-

e Event Data Confidentiality Even if an attacker can cussed in Section 4.5).
compromise a sensor node and obtain all its keys, he  The first step is for defending against the mapping attack.
should be prevented from knowing the event data stored Without the mapping key, an attacker cannot determine the
in the compromised node. mapping from the detection cell to the storage cell. The sec-

« Backward Event Privacy An attacker should be pre- ond step is for preventing the readout attack. Since the stor
vented from obtaining the previous sensor data for an 29€ cellv does not possess the decryption key lity, an

event of his interest even if he has compromised some attacker is prevented from decipherikfg after he has com-
nodes. promised a node im. Step 3 and Step 4 deal with forwarding

and storing the sensing data, Step 5 shows the basic opera-

e Forward Event Privacy We should also thwart (if not  tjon for issuing a MS query, and Step 6 describes the local
completely prevent) an attacker from obtaining the sen- processing of retrieved data.

igindata r_egzérdmg an edvent in the future even if he has™ 1,4 ¢o10wing subsections focus on the performance and
promised some nodes. security issues related to Step 1, Step 2, Step 5, and Step 6.
e Query Efficiency Although security is not free, the  Currently we assume some existing schemes [33, 4, 36] for
scheme should not be too costly for sensor networks. Step 3 and Step 4; we believe research in these areas bears
Especially, it should be convenient and efficient for a its own importance and deserves independent study.
legitimate MS to issue his query without relying on

network-wide flooding. 4.2 Privacy Enhanced Data-Location Map-
e Query Privacy A MS query should reveal as little lo- ping

cation information of the sensor data as possible. For  From the system overview, we can see that an attacker
example, if multiple events are mapped and stored in can launch various attacks if he can find the correct mapping
the same storage cell, a query for one of the events will relation between a detection cell and a storage cell. This mo
also reveal the storage cell of the other events. As such,tivates our design of secure mapping to randomize the map-
an attacker may eavesdrop on MS queries to minimize ping relation among cells. Below we present three repre-
his efforts in launching a mapping attack. sentative secure mapping schemes in the order of increasing
privacy. The following notations are used during the discus
4 pDCS: Privacy Enhanced Data-Centric sion. LetN be the number of cells in the fieltl, andN. be
Sensor Networks the number of rows and the number of columns, respectively.
In this section, we first give an overview of the operations Every cell is uniquely identified withi, j), 0 <i <N —1
in pDCS. Then we present several schemes to randomize thednd 0< j < Nc—1.
mapping function and propose efficient protocols to manage To quantify and compare the privacy levels of different
various keys involved in the system. Finally, we describe schemes, we assume that an attacker is capable of compro-
optimization techniques for issuing queries. mising totallys cells of his choice. To simplify the analysis,
4.1 The Overview ofpDCS we assume that there anedetection g:ells for the event of
Our solution involves six basic steps in handling sensed INterest to the attacker, and the locations of thesells are
data: determine the storage cell, encrypt, forward, store, Ndépendentand identically distributed (iid) ovércells (In
query, and decrypt. We demonstrate the whole processreal applications, the Ic_>cat|0ns of theméletection cell§ may
through an example in which a celldetects an everg. correlate). We further introduce the concepewént privacy

level
1. Cellu first determines the location of the storage eell

through a keyed hash function. DEerINITION 1. Event Privacy Level (EPLs the probabil-

2. u encrypts the recorded informatioM¢) with its cell ity that an attackercannotobtain both the sensor data and
key. To enable MS queries, either the event tifper the encryption keys for an event of his interest
the _detect|on time _mterva'lr IS In its p'?'” text format, According to this definition, the larger the EPL, the higher
subject to the requirement of the application. the privacy. This definition can be easily extended to the con
3. u then forwards the message towards the destinationcepts of backward event privacy level (BEPL) and forward
storage cell. Here, techniques [33] should be applied to event privacy level (FEPL).



4.2.1 Scheme I: Group-key—based Mapping

In this scheme, all nodes store the same type of ezeémt
the same locatiofL,, L) based on a group-wide shared key
K. Here

L, =H(OIK|E) Mod(N;), Lc = H(1|K|E) Mod(N:) (1)

To prevent the stand-alone readout attack, a cell should not

store its data in its own cell. Hence, if a célly) finds out

its storage cell is the same, i.e;,= x andL; =, it applies

H onL, andL. until eitherL, # x or L¢ #y. To simplify the
presentation, however, we will not mention this speciakcas
again during the following discussions.

Type | Query: A MS can answer the following query with
one messagavhat is the information about an event Hftis

is because all the information about evénis stored in one

BEPL
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Figure 2. The BEPL as a function ofmand s, wheremis
the number of detection cells ands the number of com-

location. A MS first determines the location based on the promised cells

key K andE, then sends a query to it directly to fetch the

data using for example the GPSR protocol [5] (we will dis-

cuss several query methods with optimized performance andnot change withm. This is due to the tradeoff between the
higher query privacy shortly). number of detection cells and storage cells that are prgbabl
Security and Performance Analysis In this scheme, all  compromised and the fraction of event data possessed by the
m detection cells are mapped to one storage cell. An at- compromised storage cells.

tacker first randomly compromises a node to read out the  Suppose the attacker compromisesells including the
group key, based on which he locates the storage cell for thestorage cell at timég. He takes over these cells and can
event. Because the data stored in the compromised node areome back at a timg in the future to obtain the event data
encrypted by individual cell keys and the detection cell ids from the storage cell and then simply decrypt all the data tha
are encrypted as well, the attacker has to randomly guessare detected by theseells duringty andt;. Assume tham
the m detection cells. Assume that an attacker can compro- cells will detect the event durinig andt; and the locations
mise up tos cells. If the first compromised cell is the stor-  of thesem cells are independent and identically distributed
age celt (with probability 1/N), the attacker will randomly  overN cells. On average'y® out of s compromised nodes
compromisgs— 1) cells from the resfN — 1) cells. There are detection cells and they will provide the encryptionskey
are totally (Y ;') combinations, among whicffy_1-™) (T) Hence, the FEPL of this scheme is simply

I
combinations correspond to the case wheret of m detec-
tion cells are all comgromised. On the other hand, in the case pt(m.s) =1—(mg/N)/m=1-s/N

when the first compromised node is not the storage cell (with Note that this formulae holds after the attacker has compro-
probability (N —1)/N), the attacker first compromise the jseds cells and cannot compromise any more cells. We do
storage cell, then randomly compromige- 2) cells from not consider the FEPL during the process of compromising

the rest(N — 2) cells. There are totally} Z) combinations,  cells.

among which(N*Z*m) (fIN) combinations correspond to the Because all information about one event is stored in one

2 . . . . . .
case wheré ouf of m detection cells are all compromised. location, Scheme | is subject to single point of failure. -Fur
thermore, both the traffic load and resources for storing

Also note that an attacker can only obtginof the event ! : : ar
data wheri out of m detection cells are compromised. Let the information are not uniformly distributed among all the
nodes.

B1 = min(s—1,m) andB; = min(s— 2, m), then the BEPL
4.2.2 Scheme Il: Time-based Mapping

of this scheme is
1B i /N—1—m\ /m N_1 In this scheme, all nodes store the evEnbccurring in
j — ()( ) ) ( )/( ) the same time interval (including a start time and an end
NG m\ s=1-1/\i s-1 time, the duration is denoted &E|) into the same location
N_1 B (L) N—2—m\ /m ) N_2 (Ly,L¢) based on a group-wide shared key.
N i; m\ s—2—i s—2 L, =H(O|Kr |E|T) Mod(N;). 2

. . _ Similarly, Lc = H(1|K7|E|T) Mod(N;). In addition, every
tiorflg?rrﬁ insdhso?ésr ?igtr\lx?(l))rlﬂcsa}lz;e?nl\llt ZfZ%EPZIb is jogunc sensor node maintains a timer which fires periodically with
cells, from which we can make two observations. First, with- time periodT|. When its timer fires, a node derives the next

out surprise, BEPL decreases wih Second, BEPL does %roup keyKr = H(Kr). Finally, it erases the previous key
T.

IFor simplicity, we ignore the case when the first compromised Type Il Query: A MS can answer the the following query
cell is a detection cell. Our study shows that the error introduced With one messagavhat is about the event E during the time
by this simplification is negligible. interval T? This is because the information abdtiin T is

Pa(m.s)




stored in one location. A MS first determines the location are also used for encryption, the updating of cell keys leads
based orKt,E, T, and then sends a query to it to fetch the to the change of encryption key for the same event detected
data. by the same cell but in different time periods.

Security and Performance Analysis Due to the use of the  Type Ill Query : A MS can answer the following query with
one-way hash function, an attacker cannot derive old groupone messagehas event E happened in cél j) during the
keys from the current group key of a captured node. Hence,time interval T ?A MS first determines the location based on
the locations for storing the events occurred during the pas the keyK;j, T,E, and the detection ce{l, j) of interest, then
time periods are not derivable. An attacker has to randomly sends a query to the cell to fetch the data.

guess the previous storage cells and detection cells for theSecurity and Performance Analysis The updating of cell
event of his interest. The BEP#2(m,s) of the previous data  keys prevents an attacker from deriving old cell keys based
is very complicated to derive because it depends on the spa-on the current cell key of a compromised cell. Hence, the
tial and temporal distribution ah detection cells, the num-  event data recorded in the previous periods are indecipher-
ber of previous storage cells for the event, which in turn de- able irrespective of the number of compromised cells (how-
pends on the number of previous key updating periods andever, the network controller still keeps the older keys to de
the probability of hash collisions. For ease of analysis, we crypt previous event data). In other words, the BEFL of this
ignore the case where a cell serves as both a detection celscheme is
and a storage cell. Under this assumption, on average an at-

tacker can correctly guesgN fraction of detection cells and

s/N fraction of storage cells. Only when these detection cells Clearly, Scheme Il provides the highest BEFL.

are mapped to these storage cells can the attacker decgyptth  The FEPLp?(m,s) of this scheme is the same as in the

pe(ms) =1

encrypted data. As such, Scheme Il. It can also be seen that this scheme is the least
) S, subject to the single point of failure problem compared to
po(Mm,s) = 1—(s/N)(s/N) =1— (N) the previous schemes. Moreover, both the traffic load and

_ resources for storing the information are the most unifgrml
Consider the case= 40 andN = 400, the BEPL of Scheme  gistriputed among all the nodes.

Il'is 99%. From Fig. 2 we can see the BEPL of scheme | Summary of Mapping SchemesAbove we have presented
under the same condition is slightly over 90%. Thus, Schemexree sensor data-to-location mapping schemes with iserea
Il provides higher BEPL (i.e., higher backward privacy)rnha ing privacy and complexity. These three mapping schemes
Scheme |. certainly do not exhaust the design space, because we have
There are two cases for the FEPL. If the attac_ker changesihree dimensions (time, space, and key) to manipulate. In
the code of the compromised nodes such that in the futurepAppendix A we further introduce a row-based mapping
these nodes keep their detected event data locally, the FEPlscheme. In general, the higher the event privacy, the larger
pf(m,s) of this scheme is simply & s/N. However, if the  the message overhead for query. However, theoretically the
compromised nodes follow our protocol and hence do not average communication overhead for the detection cells to
keep a local copy of their data, the FEPL will increase. This forward sensor data to the storage cells should be the same
is because in the future the event data might be forwardedin all the four schemes as well as in the non-secure DCS
to new storage cells that are not controlled by the attacker systems, owing to the randomness of the storage locations
(who is assumed not to be able to compromise more thandetermined by the hash functith On the other hand, these
s cells). Consider that every storage cell used in the fu- schemes may be used simultaneously based on the levels of

ture might have been compromised with probabitil, in privacy required by different types of data. We will exploit
this case the FEPIp?(m,s) is the same as the BEFL, i.e., the design space and examine the tradeoff in more details in
p?(ms) = pA(ms) = 1— ()2 our future work.

Compared to Scheme I, both the traffic load and resources?-3 ~ Key Management

for storing the information in Scheme Il are more uniformly S0 far we have seen several types of symmetric keys in-
distributed in all the cells. volved inpDCS. Now we are ready to show the complete list

4.2.3 Scheme IlI: Cell-based Mapping of keys thgt.are used ipDCS and discuss their purposes as
In this scheme, all the nodes in the same ¢ief) of the well as efficient ways for management of these keys.

gridded sensor field store in the same locatibp Lc) the e Master Key Every nodey, has a master ke, shared

same type of evenE occurring during a time intervar, only with MS. This key is used (i) when the node wants

based on a cell kel; shared among all the nodes in the to report the misbehavior of another node in the same

cell (i, j). Here cell to MS, or (ii) when MS distributes a new cell key
- to the cell.

Lr = H(Oli[J[E[Kij [T) Mod(N:), 3) ¢ Pairwise Key Every pair of neighboring nodes share a
andL. is computed similarly. This scheme differs from the pairwise key. This key is used for (i) secure distribution
previous schemes in two aspects. First, in this scheme every  of keying material such as a new cell key among a cell,
node in cell(i, j) updates the cell kelg;; periodically based or (ii) hop-by-hop authentication of data messages be-
onH such a¥j; = H(K;jj), and then erases the old cell key tween neighboring cells for preventing packet injection

to achieve backward event privacy. Second, since cell keys attacks.



e Cell Key A cell key can be used (i) for encrypting ity of the other nodes in the cell each computes a MAC over
sensed data to be stored in a storage cell, (ii) for pri- the report using its master key. Since nad&nows keys
vate cell-to-cell mapping, or (iii) as a key encryption Ka»,K»,Kg, these keys will need to be updated to their new
key (KEK) for secure delivery of a row key. versions, says,,K5,K;. Based on LKH, MS will need to

encrypt each updated key with its child keys (new version if

updated) and then broadcast all the encryptions. For exam-
ple, the new group kel is encrypted byKo, Ky, K3, and

K3, respectivelyKy is encrypted byKyq, K1, K5, andKao,

« Group Key A group key is used (i) for secure group-to- regspecﬁvely, az{;(zéz is enc)@pted );;i?/o' é\lll éiz Kug, 2

cell mapping or (ii) when MS broadcasts a secure query spectively. In general; +N¢+ Nij — 1 encrypted keys will
019 {hcgsn;rgsg ?(é?/g ”fi)huer rllgggs(éxcept pairwise keys) can be broadcast and flooded in the network.
be organized into a logical key tree (LKH) [22] data struetur corlggi(;tve\z/ g E[)vr\/%sﬁggk?n\i/;l:fsnttgffhhr?hztr)ci%ep?g\r/]:Theé mhllggi;\ng

maintained by MS, as shown in Figure 3. The first level key _..". . ; .
. . . efficiency. The first technique is based on network topology.
(i.e., root key) is the group key; the second |evel of keys are Instead of flooding all the keys in the network, MS sends

row keys; the third level of keys are cell keys; the fourtrelev them separately to different sets of nodes. This is based on

?er: n;?ﬁ\t,g ke\/?/r?ér-g-]-ei(s)uttr;gengdaebgi %fk% ggg?n'?&ﬂ'\l”) the observation that nodes in different locations shouid re
>SPE Y ') 1) ceive different sets of encrypted keys. Suppose the node to
Like in LKH, every node only knows the keys on the path be revoked is in celli, j). For nodes in rown (r # i), they

from its leaf key to the root key. Unlike in LKH where group i :
L : only need to receive the new group K&} encrypted by its
members do not share pairwise keys, in our scheme a nOderovxykey Km. Hence, MS only %eedps togsend ):)F;]e en?:/rypted

shares a pairwise key with every neighbor node. We will K .
- : ey to the celllm,0), and the key is then propagated to the
show shortly that pairwise keys help reduce the bandwidth other cells in rowm. For nodes in row, there are two sce-

overhead of a group rekeying operation for revoking a node. narios. If the nodes are in colunm(n  j), they only need

Initial Key Setup: _ to receiveK{ encrypted withk/ andK/ encrypted with the
Next we show how nodes establish all these types of keysce|| keyK;,. Otherwise if they are located in the same cell as
initially. - Pairwise keys can be established by an existing nodeu, each of them needs to receiég encrypted with its
scheme introduced in Sectlon 2.2_. Group key and_ master ovn master key. In these scenarios, MS selgs Nij — 1
keys are easy to establish by loading every node with them keys to the cell(i,0), and the keys are then propagated in
before network deployment. However, it might not be fea- oy i, Note that a cell can remove from the keying message
sible to set up row keys and cell keys by pre-loading ev- e encrypted keys that are of only interest to itself before
ery node with the corresponding keys for large-scale sen-qnyarding the message to the next cell. As such, the size of
sor networks. For massive deployment of sensor nodes (e.g.4 keying message decreases during its being forwarded.

through aerial scattering), it is hard to guarantee theigpeec Our second technique trades computation for communi-

Loca]tjonsh of senslor Tlo'd?slll Ita .nOd.ﬁ doets) noE)Ihave the cellation because communication is more energy consuming
ey for the actual cell it falls in, it will not be able to com- ., computation in sensor networks. It has been shown
municate with _the other nodes in the same cell. To addressin [18, 37] that the energy consumption for encrypting or
this key setup issue, we need to establish row/cell keys afte computing a MAC over a 8-byte packet based on RC5 is
deployment. . - equivalent to that for transmitting one byte. As such, in-
In our scheme, we assume that during the initial network - " sending thii; — 1 encryptions ofK/ to the cell
deployment phase, a node will not be compromised beforeit . . X g
discovers its location based on a secure location scherhe [25 {1+ 1) @cross multiple hops, MS may send only one of the en-
cryptions to a specific node (e.gp in Figure 3) and then

This could be because the time for location discovery is usu- t that node t a6 10 the oth d ;
ally short [37] or because the initial deployment is moni- '€duest that node to propagdg to the other nodes excep

tored. Our scheme works by preloading every node with the U Securely using their pairwise keys for encryption.

e Row Key A row key can be used (i) for private row-to-
cell mapping, or (ii) as a KEK for secure delivery of a
group key.

same initial network ke¥,. For a node located in celli, j), Key Management Performance Analysis
it can derive its cell key as follows: Now we analyze the performance of our rekeying scheme
Kij = H(K.,ilj) 4) upon a node revocation. For simplicity, we define the per-
1] — )

formance overhea@ as the average number of keys that tra-

After this, it erasex from its memory completely. A row  verse each cell during a rekeying event. That is,
key can be established similarly Ks= H (K| ,i). NNt
Key Updating upon Node Revocations Ce § X s /(NeNe) ®)
pDCS does not include a mechanism for detecting com- iZD ]ZO AT
promised nodes although its key updating operation intro-
duced below is triggered by the detection of node compro- wheres; is the number of keys that have traversed (ell).
mises. InsteadpDCS assumes the employment of such Here we do not count tHé;; — 1 unicast transmission cost in-
schemes [29, 28, 38, 39, 40]. side the celli, j) because this cost is relatively small when

Suppose node in cell L(2,2) is compromised and its amortized ovelN cells. Without loss of generality, we as-
cell reports its compromise WIS, For example, a major-  sume MS is in celL(0,0) when distributing rekeying mes-
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Figure 3. The mapping between physical network into a logidskey tree and the rekeying packet flows for revoking node
u

sages. From Figure 3(c) we can derwas follows. cells, and then send the query message to these cells follow-
5 1o ing this minimum spanning tree. Although this solution in-
C =15+ (Ng+ N7+ 2Nc +2) /(2N Ne) (6) creases the message size, it greatly reduces the number of

query messages. Because a message includes many redun-
dant header information, combining multiple messages can
significantly reduce the overall message overhead. Similar
to the basic scheme, the MS has to includeidseof the des-
tination storage cells in his query messages. Thus, the/quer
4.4 Improving the Query Efficiency privacy of this solution is still 0.

We have shown that the proposed mapping schemes are 1o fyrther reduce the message overhead, we can use Eu-
capable of answering queries of different granularity @ ¢ ¢jijean Steiner Tree (EST) [41, 42], which has been shown
achieve different levels of privacy. Better privacy isnafty -~ 14 have better performance than minimum spanning tree and
achieved at the cost of larger query message overhead. Fofgyidely used in network multicasting. Figure 4(b) shows an
example, to answer a query lik&/here were the elephants g, which includes some cells other than the storage cells,
in the last three days"one query message is enough in the 5|64 Steiner cells Note that these Steiner cells can also

group-key—based mapping; however, this may take multiple ey improve the query privacy because they add noise into
query messages in the cell-based mapping as the data arg,q get of storage cells.

stored at multiple places. Next we propose techniques to

For a sensor network deployed in a square field,Ne= N;,
C~ 2.5 keys whemN; > 2. Compared to the intuitive scheme
that has the per cell overheadf+ N; + Njj — 1 keys, our
rekeying scheme is far more efficient.

reduce the query message overhead. With EST, the cell that the MS resides will be the root cell.
. The MS constructs a query message, which containglthe
4.4.1 The Basic Scheme of the cells in the EST, and sends it to its children cellsgisin

Suppose a mobile sink(MS) needs to send multiple query routing protocols such as GPSR. When a cell head receives a
messages to multiple storage cells to serve a query. Due togyery message, it reconstructs an EST subtree by removing
the randomness of the mapping function, these storage cellssome information such as its ovichand theids of its sibling
may be separated by other cells. In the basic scheme, asodes, and only keeping the information about the subtree
shown in Figure 4(a), the MS sends one query message tQqoted at itself. Then it forwards the query message with
each cell using a routing protocol such as GPSR [5]. Since the EST subtree to its child cell. This recursive process con

each query message contains the query information and th&jnues until each storage cell in the EST receives the query
id of the destination storage cell, these query messages arenessage.

different and have to be sent out separately. It is easy to see _
that this scheme has very high message overhead. To construct an EST, we use a technique proposed by

Another weakness of the basic scheme is its ladjuafry Winter and Zachariasen [41]. Since their solution may retur

privacy. Query privacy is measured by the probability thatan & r?lon-intelger S’F]einer cell, we use the neﬁresélintegerftein
attackercannotfind theids of the storage cells from eaves- © ttc; repface the nor“lntevg\]/(_-:‘Lsthe_lner lce. ' ené)ée%_t e
dropped MS query messages. In the basic scheme, since thBUMPer of storage cells. With this solution, an span-

MS has to specify thigls of the destination storage cells, the nlr}lg K (ﬁ_ghk = n) cerl]ls, has a;krgozét _”2 integerls(;eige_zr
query privacy of this scheme, denotedmy is P, = 0. cells, which means that at mo Cells are included in

) ’ the Steiner tree. The use of Steiner cells can improve the
4.4.2 The Euclidean Steiner Tree (EST) Scheme query privacy to at most% 5 = 12 Thatis,

A natural solution to reduce the message overhead of the
basic scheme is to organize the storage cells as a minimum
spanning tree. In this way, the MS can first generates on-the- PL=0<P,<
fly the minimum spanning tree which includes all the storage - T 2n-2

()



(a) Basic Scheme

4.4.3 The Keyed Bloom Filter Scheme

Bloom Filter: A Bloom Filter [43] is a popular data
structure used for membership queries.
setS= 51,9, -+ ,% using k independent hash functions
hy,hy,---  he and a string ofn bits, each of which is initially
setto 0. For eache S we hash it with all th& hash func-
tions and obtain their valuds(s)(1 < i < k). The bits cor-

responding to these values are then set to 1 in the string. To

determine whether an iteghis in S, bitsh;(s') are checked.
If all these bits are 15 is considered to be i

BloomFilter
Element s

H(s)=PR

>

Hie) =k : m bits
Hk(s) =R |1

Figure 5. A Bloom Filter with k hash functions

Since multiple hash values may map to the same bit,
Bloom Filter may yield false positives. That is, an element i
not in Sbut its bitsh;(s) are collectively marked by elements
in S If the hash is uniformly random overvalues, the prob-
ability that a bit is 0 after all the elements are hashed and

their bits marked i1 — 1)k ~ e m. Therefore, the prob-

ability for a false positive ig1— (1— L)<k ~ (1— e M)k,
The right hand side is minimized when

k

IN2x m/n, (8)
in which case it becomes )< = (0.6185™".

A Bloom Filter can be used to construct query messages.
A basic approach is as follows: After an MS determines the
location information of all the storage cells, it builds a-Eu
clidean Steiner tree (EST) and gathers the idallathe cells

covered by the tree. The MS then inserts the ids into a Bloom

(b) EST Scheme
Figure 4. Three schemes for delivering a query to the storageells

(c) BF Scheme

Filter, which is sent with other query information to the too
cell of the EST using the GPSR algorithm (as shown in Fig-

It represents aure 4 (c)). When a query message arrives at a cell, the cell

checks the embedded Bloom Filter to determine if its neigh-
bors are in the Bloom Filter, and then forwards the message
to them. Recursively, every storage cell receives one query
message.

Using Bloom Filter for directed forwarding provides
higher query privacy than EST. This is because Bloom Filter
introduces some additional noise cells, including the non-
storage cells connecting the steiner cells in the EST and a
small number of noise cells caused by the false positive rate
Keyed Bloom Filter: In the Bloom Filter-based scheme,
an attacker can freely check if a cell is one of the storage
cells although there could be a high false positive rate. To
further improve the query privacy, we should disable the
attacker’s capability in performing membership verifioati
over a Bloom Filter. This motivates our design of a keyed
Bloom Filter (KBF) scheme, which uses cell keys to “en-
crypt” the cell ids before they are inserted. In this way, an
attacker can derive none or only a small number of cell ids
from a query message. This ensures that the attacker has
negligible probability to identify the storage cells otlilean
randomly guessing.

In the KBF scheme, each cell id is concatenated with the
cell key of its parent node in the EST before itis inserted int
the Bloom Filter. Specifically, to insert cell id the bits cor-
responding tdH;(x/kp) (i =1,--- k) are set to 1, wherk, is
the cell key of the parent of cell When a query message ar-
rives at a cell, the cell concatenates its own cell key with th
id of each neighboring cell that is not a neighbor of its own
parent node (to avoid redundant computations and forward-
ing), and determines whether the neighbor is in the Bloom
Filter. If it is, the message is forwarded to the neighbor. Al
gorithm 1 and Algorithm 2 formally describe the ways to
create a Bloom Filter and to forward a query message, re-
spectively.

Query Privacy: In this scheme, cell ids are “encrypted” with
cell keys before being inserted into the Bloom Filter. If an
attacker has not compromised any cells in the EST, he will
not know any cell keys. In this case, he cannot obtain any
information about storage cells from an eavesdropped query
message. Next we consider the case that the attacker has
compromised some cells in the EST. If a compromised cell



Algorithm 1 Create a Bloom Filter

Input: an array of storage-cell Cartesian coordinafgs
Output: Bloom FilterBF; J
Procedure:

1: initialize a Bloom FilteiBF;

2: build Steiner tree based afj;

3: for each celluin the Steiner treeo
4:  p=parentofu; kp = cell key of p;
5
6
7

map(u|kp) into BF;
. end for
. returnBF;
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(a) Intuitive partition (b) Fanlike partition
Figure 6. 17 storage cells are partitioned into three parts

[ Steliner Celi

Algorithm 2 Forward a Query Message
Input: a query message received by cellwhich includes a

Bloom Filter BF. scheme have the same partitions and build the same sub-EST
P'rocef'”re' . trees. After the partition, the MS sends a query to each par-
1 ky = cell key ofu; tition at the same time. In this way, the message size can be

2: for for each neighboring cell’ of u do
3: if U # parent ofu A U # neighbor of the parent af A BF
containsu’ then

reduced. Further, since multiple queries are sent out at the
same time, the average query delay is also reduced.
Fanlike Partition Method: With the intuitive partition, the

4: forward the query messageuo
5 endif query message from the MS has to go through some redun-
6: end for dant cells. For example, in Figure 6 (a), the query message

of the MS has to go through many cells before reaching the
top partition. To address this problem, we change the Carte-

is contained in the EST, from the received query message itSian coordinates into Polar coordinates. In this new ceordi
can find out which of its neighboring cells also belong to the Nation system, storage cells are withiar, 7. The partition
EST. However, it cannot verify the membership of the other /90rithm scans the plane fromrtto tand collects enough
cells. In fact, this is one prominent advantage of the KBF Storage cells into each partition. Figure 6 (b) shows one ex-
scheme over the EST scheme. To make the EST schem@mPple of dividing the plane into three partitions using the
more secure, a straightforward extension would be to encryp ! anlike partition method. The detailed description is smow
the EST tree. To enable every cell in the tree to access the in-N Algorithm 3.

formation for correct forwarding of a query message, a group i i _
key will need to be used to encrypt the EST tree. Thus, anAlgorithm 3 Fanlike Partition Method

attacker can decrypt the entire EST as long as he can compro-Input: an array of Cartesian coordinates wheresis the size of
mise one cell. Clearly, the KBF scheme offers much better the array and[0] is the cell that the MS resides;

query privacy than the EST scheme. The query privacy of Output: Partition Sets;

the KBF scheme and other schemes are compared in SectionProcedure:

5, and the results show that the KBF scheme has the highest1: initiate an arraylegre¢] to store the degree of each cell;
privacy. 2: fori=1tosdo

. T _1/clil.y—c[0L.y\.
4.4.4 Plane Partition 3: qeg.re.@]. = A (o)
4: if c[i] is in the 2nd quadrarihen

The EST scheme reduces the number of query messagess,. degredi]— — 1
at the price of larger message size. The limited packet size, g-  endif
e.g., 29 bytes in TinyOS [44] may prevent the MS to piggy- 7: if cfi]is in the 3th quadrarthen
back all the storage caliis together with the query informa-  8: degreéi]+ =T
tion in a single packet. A Bloom Filter may be designed tofit 9: endif
in a packet, but to maintain a low false positive rate, only a 10: end for
limited number of cellds should be included in a packet. To 11: Sortall the cells according to their degrees, and then uniformly
address this problem, we use multiple Steiner trees, each of lelde_ the cells into the specified number of partitions and put
which is encoded into a single packet. Because partitioning . t:]e?mr']n:\c_’ a set arrag].
a Steiner tree into multiple Steiner trees, known as the-mini = '
mum forest partition problem, is NP-hard ([45]), we propose
heuristics to perform the partition. 4.5 MS Data Processing

In Figure 6 (a), the solid lines are used to represent the  Through the above query process an MS can retrieve the
EST tree, and the shaded areas along these solid lines arenessage of his interest, which is encrypted by the cell key
used by Bloom Filters to encode the EST tree. An intuitive of the detection cell. To process the event, the MS needs to
partition method is to first cluster the storage cells in a top decrypt the message first. However, for preventing sekectiv
down and left-right fashion, and then build a sub-EST within compromise attacks, in our design the id of a detection cell
each partition. We can let the EST scheme and the KBF is also encrypted. As such, the MS will try all the cell keys




until the decrypted message is meaningful (e.g., including among all the query delays. The message overhead is defined
source cell id and following a certain format). The average as the total number of transmitted hops of all the messages
number of decryptions i8l/2. Though this may not be a sent out by the MS to serve a query. In the KBF scheme,
big issue for a laptop-class MS, which can perform about 4 the message overhead also includes the extra messages due
million en/decryptions per second [46], we will continue to to false positive.

design more efficient ways in our future work. 5.1 Choosing the Partition Method
é\nother concgrg ipDCS is ”r‘]e nurr?ber of keyg that gave In this subsection, we evaluate the performance of EST
to be possessed by an MS when the MS needs to decryplin intwitive partition and EST with Fanlike partition. As

gata from ma_mydcells. If we asslurlne éh_at thﬁ MS_coluIdknot shown in Figure 7, the Fanlike partition method outperforms

e compromised, we can simply load it with a single key, he jntyitive method in terms of average query delay, maxi-
which is the initial group key,. From this initial key the  ,m query delay, and message overhead. We did not show
MS can derive the cell kel; of each cell(i, j) asKj; = the number of messages, since both schemes have the same
H(K,i[j). This is however dangerous if the MS could be .\ \ber of messages determined by the packet size.
compromised, because all the cell keys would be exposed. ™ \¢ " giscussed earlier, in the intuitive partition method,

This problem can be relieved in the following way. Instead .., query message is sent from the MS to the partition,

of applying its cell key for encryption directly, every node —\pich may go through many redundant cells and hence in-

rr:/a;;]tflrstr ?ﬁ“’?msorr\?ﬁ varli?]ncesF] Ofk:t? ;:]eltli krfy;r?r \s/p(:.iurf]m crease the message overhead. However, in the Fanlike par-
events o € Intervails using a hash function. the vara Cetition, less redundant cells are involved, and hence the mes

keys are then used to encrypt event messages. The MS will : : ; ;
be loaded withN variance keys for the event of his interest. sage overhead is lower. This also explains why the Fanlike

: X . partition has lower average and maximum query delay when
!’anr gzﬁﬁ ;réitu trr;e MS is compromised, the other variance keysComloared to the intuitive partition.

In Figure 7 (a), with Fanlike partition, the average query
] delay drops as the storage cell density increases. This can
5 Performance Evaluations be explained as follows. When the storage cell density is
In this section, we evaluate and compare the performancehigh, each partition is small. Therefore, the Steiner teee i
of three query schemes: the Basic scheme, the Euclidearlimited within a small range and the zig-zag paths from MS
Steiner Tree (EST) scheme and the Keyed Bloom Filter to storage cells tend to be shorter. This results in smaller
(KBF) scheme. In our simulation setup, each query messageaverage query delays.
contains the query information and the encoded query path. The aforementioned reason also explains the phenomenon
The query information occupies 4 bytes which are used to that the maximum query delay decreases as the storage cell
represent time and evéntind 25 bytes are used to represent density increases for the Fanlike partition in Figure 7 (b).
the query path. For evaluation purpose, we do not considerHowever, when the density is very lowy), the intuitive
the overhead of source authentication. partition has a little bit lower maximum query delay than
In the EST scheme, the query path is encoded as a Steinethe Fanlike partition. We checked the simulation trace and
tree. Each nodl is presented by two byes, so only 12 cell found the following reason. When the density}s there
ids can be encoded in each packet. In the KBF scheme, 253r¢ about 10 storage cells. Due to the use of Steiner cells
bytes are used to encode the query path with Bloom Filter, and that each packet is limited to 12 ciglk, there are a
and it is expected to achieve an acceptable false positiee ra very small number (one or two) of cells left into the sec-
say 01. Considering these limitations, we chodsek) = ond packet. These leftover cells tend to be faraway in the
(20,5). _ intuitive partition method but not in the Fanlike partitiohs
These schemes are evaluated under various storage cel, result, the intuitive partition can achieve a slightly sep
densities, ranging from to %. Thestorage cell density  maximum delay than the Fanlike partition method when the
is defined as the ratio of the number of storage cells to the storage cell density is very low.
number of total cells in the plane. For example, with our We also evaluated the performance of the KBF scheme
setting of 20x 20 cells, a density oﬁ) means that there are  under both partition methods. The results are similar to EST
about 406 ﬁ) = 40 storage cells. where the Fanlike partition performs better. Thus, we use th
Four metrics are used to evaluate the performance of theFanlike partition method in the following comparisons.

proposed schemes: the number of query messages, the aveg 2 Performance Comparisons of Different

age query delay, the maximum query delay and the message Schemes

overhead. The number of query messages is the total num-  Tpjs supsection compares the performance of three
ber of messages sent out by the MS for a query. The averagechemes: the Basic scheme, the EST scheme and the KBF
query delay is the average of the query delays for different scheme.

storage cells. The maximum query delay is the maximum Figure 8 compares the number of messages and the mes-

250me applications may require more bytes; nevertheless, since>39€ overhead of the three schemes. As can be seen, both

we are interested in the comparative results of multiple schemes, OPtimization schemes (EST and KBF) outperform the ba-
normally the payload size will not affect much. Note that in real ap- SIC Scheme since the optimization schemes combine several

plications time should be in hour/minute level instead of microsec- messages into one. We can also see that the message over-
ond level, and hence less bits are needed to encode it. head of the KBF scheme is higher than the EST scheme al-
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though both schemes have similar number of messages. Thi&
is due to the fact that the query messages in the KBF scheme
may go through some redundant cells due to false positive. [

Figure 9 (a) (b) compares the average delay and the max-
imum delay of the three schemes. As can be seen, the basic[2]
scheme outperforms the other two. This is because in the ba-
sic scheme, the query messages are sent directly to the stor-
age cells in parallel along shortest paths, resulting imeto 3]
guery delay. Although EST and KBF can reduce the message
overhead, the query delay is increased since the message has
to go through many intermediate cells sequentially.

As shown in Figure 9(a) and (b), when the storage cell 41
density is low, KBF outperforms EST in terms of query de-
lay. To explain this, we need to understand the effects of [g
the number of partitions. When the number of partitions
is small and hence each partition is large, the path to each
storage cell is more zig-zag like, which may result in long (6]
delay. As shown in Figure 8 (a), when the density is low,
EST has less number of messages and hence less number of
partitions, which means that EST will have large partitions
and long delay. Similarly, when the density is high, EST has [7]
more partitions and shorter delay.

In addition, as shown in Figure 9(c), the KBF scheme has g
the highest query privacy. Even aftee 20 cells have been
compromised, the query privacy level is still above 83%. [0l

In summary, there is a tradeoff among query delay, mes-
sage overhead, and query privacy. The Basic scheme has thﬁO]
lowest delay but the highest message overhead and the low-
est query privacy. The EST scheme and the KBF scheme can
significantly reduce the number of messages and the mesq11]
sage overhead with the same level of query delay. Especially
the query privacy level of KBF is far higher than the other (2]
schemes.

[13]
6 Conclusions and Future Work

In this paper, we proposed solutions on privacy sup- [14]
port for data centric sensor networksCS). The proposed
schemes offer different levels of location privacy andwllo
a tradeoff between privacy and query efficienpf2CS also [15]
includes an efficient key management scheme that makes a
seamless mapping between location keys and logical keys,
and several query optimization techniques based on Eu-[16]
clidean Steiner Tree and Bloom Filter to minimize the query
message overhead and increase the query privacy. Simula-
tion results verified that the KBF scheme can significantly [17]
reduce the message overhead with the same level of query
delay. More importantly, the KBF scheme can achieve these[18]
benefits without losing any query privacy.

To the best of our knowledge, this is the first paper to 19]
address privacy issues in data-centric sensor networks. Aé
the initial work, we do not expect to solve all the prob-
lems. In the future, we will address other issues such as[20]
source anonymity, and look into other query techniques to
balance the tradeoff between query delay and message over-
head. Techniques for initial key setup without relying on a [21]
short safe time period are also needed.
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T, E and rowi of interest, then sends a query to it to fetch
the data.

Security and Performance Analysis The updating of row
keys prevents an attacker from deriving old row keys based
on the row key of a currently compromised node. Hence, as
in Scheme Il, the past detection cells and storage cellsatann
be derived by an attacker. An attacker has to randomly guess
the previous storage cells and detection cells for the esfent
his interest. On average an attacker can correctly ge/@és
fraction of detection cells ang/N fraction of storage cells.
As in Scheme II,

Bi(M ) = 1 (s/N)(s/N) = 1— ()2

It is easy to see that the FER1}(m,s) of this scheme is
also the same as in the Scheme Il. However, it can also be
seen that this scheme is less subject to the single point of
failure problem compared to the Scheme Il but worse than
Scheme lll. Both the traffic load and resources for storing
the information are more uniformly distributed among adl th
nodes than Scheme II.



