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Abstract

With advances in deep learning and image captioning over the past few years, researchers
have recently begun applying computer vision methods to radiology report generation.
Typically, these generated reports have been evaluated using general domain natural lan-
guage generation (NLG) metrics like CIDEr and BLEU. However, there is little work as-
sessing how appropriate these metrics are for healthcare, where correctness is critically
important. In this work, we profile a number of models for automatic report generation
on this dataset, including: random report retrieval, nearest neighbor report retrieval, n-
gram language models, and neural network approaches. These models serve to calibrate
our understanding for what the opaque general domain NLG metrics mean. In particular,
we find that the standard NLG metrics (e.g. BLEU, CIDEr) actually assign higher scores
to random (but grammatical) clinical sentences over n-gram-derived sentences, despite the
n-gram sentences achieving higher clinical accuracy. This casts doubt on the usefulness of
these domain-agnostic metrics, though unsurprisingly we find that the best performance
– on both CIDEr/BLEU and clinical correctness – was achieved by more sophisticated
models.

1. Introduction

The automatic processing of radiological images and their associated free-text reports (e.g.,
Figure 1) is one of the most rapidly growing areas of Machine Learning for Healthcare. This
is in part motivated by the tremendous success ML has shown in other areas of computer
vision, and in part by the large potential for ML-aided assistive technologies within the
clinical radiological workflow. The stream of recent FDA approvals of machine learning
algorithms for radiology applications, including x-ray wrist fracture diagnosis and brain
MRI interpretation, is a testament to the increasing desire to bring these methods to the
clinic Topol (2019).
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The automatic generation of written reports from radiology images has received particu-
lar attention, as generation of reports allows for interpretable predictions of images that can
be easier than multi-label classifications for clinicians to understand. Additionally, natural
language more naturally fits into existing clinician workflows. Radiology report generation
has been explored in a number of ways, with models ranging in scale and complexity. How-
ever, these models are largely performed on closed datasets or partially closed datasets (i.e.
not containing publicly-available notes). While there have been several previously released
public radiology datasets Demner-Fushman et al. (2016); Wang et al. (2017); Irvin et al.
(2019); Bustos et al. (2019), these datasets — with one very recent exception Bustos et al.
(2019) — do not contain public radiology reports, making it difficult for researchers to repro-
duce published results and truly understand best practices in terms of model architectures
and principles. And of that exception, those reports are not in English.

The new release of the MIMIC-CXR dataset Johnson et al. (2019) – the first major U.S.
release of a dataset containing paired images and free-text reports – changes this. This
dataset aims to enable researchers to truly iterate on each-others work and more rapidly
advance the state-of-the-art for automatic radiology report generation, just as was done in
the general domain. In order to understand the nature and challenges of this task, it is
essential to have strong baselines Boag (2019). In this work, we employ several baseline
methods, including n-gram language models, nearest neighbor models, and neural net-
work approaches for automatic report generation. We profile these methods quantitatively
both with standard text generation evaluation metrics (BLEU and CIDEr) and with the
CheXpert clinical report labeling system to asses their clinical accuracy. Our code and
experiments are publicly available for anyone with access to MIMIC-CXR1.

We find that neural network approaches offer the strongest performance on these mod-
els, but 1-NN methods are robust contenders, specifically with regards to clinical efficacy as
measured by CheXpert predicted label F1 scores. In light of this – and the ease with which
one can implement nearest neighbor methods – we recommend including a 1-NN baseline
for future report generation projects as a new best practice. This will help disentangle
the benefits of better image encoding vs better feature-to-text decoding. This is especially
relevant because we expect that with transformer-based language modeling, it is likely that
feature-to-text decoding will improve in the near future. Additionally, our qualitative eval-

1. https://github.com/wboag/cxr-baselines

Figure 1: A radiological image (Chest X-Ray) and the associated natural language descrip-
tion of the findings, written by a radiologist.
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Dataset Description # Radiographs # Reports # Patients

Demner-Fushman et al. (2016)
Open-I Open-I is a modest dataset of

chest x-ray images and reports
from the Indiana Network for
Patient Care.

8121 3996 3996

Wang et al. (2017)
NIH Chest-XRay8 NIH Chest-XRay8 contains clin-

ically labeled chest radiographs.
The labels were determined al-
gorithmically, not via clinician
annotation.

108,948 0 32,717

Irvin et al. (2019)
CheXpert CheXpert, like NIH Chest-

XRay8, contains algorithmically
labled chest radiographs.

224,316 0 65,240

Bustos et al. (2019)
PadChest PadChest is a large Spanish

dataset containing chest radio-
graphs, free-text reports, and
highly granular, algorithmically
determined labels.

160,868 109,931 67,625

Johnson et al. (2019)
MIMIC-CXR MIMIC-CXR is the largest pub-

lic dataset containing both chest
radiographs and free-text re-
ports. Clinical labels produced
via CheXpert, can also be used.

473,057 206,563 63,478

Table 1: A description of available chest x-ray datasets.

uation reveals that while neural network approaches tend to generate aggressively short,
simple, and “normal” sentences, n-gram approaches instead, generate longer but surpris-
ingly readable sentences. Lastly, we find that general domain NLG metrics (e.g. BLEU,
CIDEr) actually assign higher scores to random (but grammatical) clinical sentences over
n-gram-derived sentences, despite the n-gram sentences achieving higher clinical accuracy.

2. Related Works
Chest Radiograph Datasets In recent years, several chest radiograph datasets totalling
over half a million x-ray images have been made publicly available. A summary of these
datasets is available in Table 1. The notes for PadChest are multilingual.

Radiology Images & Reports in General Researchers have explored using ML tech-
niques on radiographs and their associated free-text reports in a number of ways. Working
from images alone, researchers have successfully identified common thorax diseases via chest
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X-Rays Rubin et al. (2018), detecting metastatic breast cancer Wang et al. (2016), classi-
fying hip fractures Gale et al. (2017), and detecting pneumonia Rajpurkar et al. (2017).

Lastly, researchers have explored using these two modalities in concert, which is expected
to help further improve the model performance in both image annotation and automatic
report generation Litjens et al. (2017). Researchers have examined joint embedding spaces
for information retrieval Hsu et al. (2018), multimodal processing for improved tissue clas-
sification, both over optical coherence tomography images Schlegl et al. (2015) as well as
for annotation of anatomy, disease state, and severity for chest X-rays Shin et al. (2016).
More recently, researchers have examined using multimodal information to produce more
interpretable models via saliency maps over chest X-ray images Moradi et al. (2018). Ad-
ditionally, these approaches have been explored for simultaneous classification and report
generation Wang et al. (2018).

Image Captioning Over the last six years, Computer Vision (CV) has undergone a
revolution. With the success of AlexNet Krizhevsky et al. (2012), researchers began using
deep learning architectures to massively improve performance. After achieving sufficient
performance on image classification, the community began exploring other tasks, including
the intersection of CV and Natural Language Processing (NLP). In 2014, Microsoft released
its COCO Lin et al. (2014) dataset for image captioning, which received significant attention
and effort. This dataset contained millions of images, each annotated with at least five
human-written captions describing what is happening. The task is to use the image as
input to generate a readable, accurate, and linguistically correct caption.

Works such as Show and Tell Vinyals et al. (2015) received tremendous acclaim for their
success at this task. Once a leaderboard was established, other works also proved effec-
tive, including boosting methods Yao et al. (2016) and policy gradient optimization Rennie
et al. (2017). Interestingly, one of the top-performing systems was a nearest neighbor ap-
proach Devlin et al. (2015) which recognized the redundancy of simple labels in the dataset
such as “A car parked in front of a building.” Relatedly, the Show and Tell paper found
that up to 80% of the their approach’s generated captions were identical to training dataset
captions in MS COCO, yet they still achieved near state-of-the-art performance.

Medical Text Generation There is a long history of research to generate notes from
electronic health record (EHR) data Pivovarov and Elhadad (2015). This task is complex
because it involves both identifying relevant information from noisy, heterogeneous EHR
data and then synthesizing the information into human-readable text. While a number of
approaches have relied on rules based systems and structured domain knowledge to generate
nursing shift summaries Hunter et al. (2012) and discharge summaries Goldstein and Shahar
(2015), more recent work has tackled this problem using an end-to-end deep learning system
that generates notes directly from demographics, previous notes, labs, and medications Liu
(2018).

For report generation, Jing et al. (2017) built a multi-task learning framework, which
includes a co-attention mechanism module, and a hierarchical long short term memory
(LSTM) module, for radiological image annotation and report paragraph generation. Li
et al. (2018a) proposed a reinforcement learning-based Hybrid Retrieval-Generation Rein-
forced Agent (HRGR-Agent) to learn a report generator that can decide whether to retrieve
a template or generate a new sentence. Alternatively, Gale et al. (2018) generated the inter-
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pretable hip fracture X-ray reports by identifying image features and text templates filling.
Finally, Liu et al. (2019) generates reports for chest X-rays using a hierarchical neural
approach, augmented with a reinforcement learning penalty to maintain clinical accuracy.

3. Methods

3.1. Data

All experiments in this work used the MIMIC-CXR dataset. MIMIC-CXR consists of
473,057 chest x-ray images and 206,563 reports from 63,478 patients. Of these images,
240,780 are of anteroposterior (AP) views, which we focus on in this work. Further, we
eliminate all duplicated radiograph images with adjusted brightness or contrast2, leaving a
total of 95,242/87,353 images/reports, which we subdivide into a train set of 75,147/69,171
and a test set of 19,825/18,182 images/reports, with no overlap of patients between the two.
Radiological reports are parsed into sections and we use the findings section. See Figure 1
for an example chest x-ray and report.

3.2. Models

We experiment with models of a range of complexity. For all image-conditional models, we
represent images according to the induced representation by a deep convolutional neural net-
work (CNN). Per CheXNetRajpurkar et al. (2017), we use a DenseNet121 to extract features
of size 8 × 8 × 1024, which are then globally mean-pooled to a final, 1024-dimensional rep-
resentation. The networks were pretrained using ChestX-ray14 classification tasks. Wang
et al. (2017)

We tested a variety of language generation models.

Random Retrieval Baseline This is our simplest tested baseline. It is unconditioned
upon the query image, and instead merely draws a random report from the training set.
This selected report is treated as the “generated” text. These reports will be readable, but
not relevant to the query image at all, and are thus unlikely to score well either on the
text-generation outputs (which compare overlapping n-grams to the true report), or on our
measures of clinical relevance.

Conditional n-gram Language Model N-gram language models rely on the Markov
assumption that the next word in a sentence depends only on what the previous (N-1)
words were and nothing else earlier. These models are learned from simply tallying how
often a given word actually follows a given phrase in the training set. We make these
models conditional on a query image by learning a per-instance language model for each
image based on the reports corresponding to the closest 100 train images (in the DenseNet
induced space).

Nearest Neighbor For this baseline, we “generate” our text by returning the caption of
the training image with the largest cosine similarity (in the DenseNet-induced space) to the
test query image. Like our random retrieval baseline, the generated captions are guaranteed
to be grammatical. Additionally, here they should also be clinical relevant, which should
increases both the standard NLG metrics as well as clinical accuracy measurements.

2. Commonly produced for clinical needs
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Figure 2: Full CNN-RNN pipeline.

CNN-RNN This is the canonical neural image captioning model pioneered in Show and
Tell Vinyals et al. (2015). We employ a simple CNN encoder of the image, whose output is
projected from 1024 dimensions to 256 dimensions to regularize the model, then fed into an
LSTM decoder to produce the caption. The LSTM is trained to minimize the cross-entropy
loss per token in the task of predicting the next word in the sentence. All weights, both the
CNN’s and the LSTM’s were tuned via backpropagation. This model is shown in Figure 2.

The model is trained for 64 epochs with an initial learning rate of 1 × 10−3, and the
learning rate is decayed by 0.5 every 16 epochs. We train the model using teacher forc-
ing Williams and Zipser (1989), which means that the model is trained initially feeding in
only the true tokens into the decoder, rather than feeding in the decoded tokens. However,
we increase the probability of feeding a sample of the inferred probability to itself by 0.05
per 16 epochs.

We employ a beam search decoding mechanism in addition to a greedy decoding strategy.
A greedy decoder will simply always use the next token of highest probability given the
generated history. However, this is sub-optimal, as it sacrifices the overall likelihood of a
sentence (and thus the overall readability) for short term gains. A beam-search decoder,
on the other hand, will always track the subsequent top-K most likely next tokens at each
step, exploring a broader set of possible sentences. The final candidates are reweighted by a
scoring function which encourages longer, more complex sentences, before finally returning
and output sequence. We used a beam-search decoder with K = 4.

3.3. Evaluation

In this work, we report the standard BLEU and CIDEr scores to compare against existing
approaches.

Some papers (TieNet) that generate captions also report accuracy of models by switching
the LSTM generator with a multi-label classifier. This does assess how effective the CNN is
at extracting the relevant features for diagnosis, but it does not actually measure whether
the generated reports are correct. We assess the correctness of the generated reports by
feeding them into the CheXpert sentence labeler to compare how often the generated reports
agree with the clinical findings of the reference reports. Although the labeler does require
a baseline level of grammaticality, this evaluation largely ignores readability or marginal
increases in grammaticality. We assess correctness using CheXpert via accuracy, precision,
and F1. F1 is a balanced measure of both precision and recall, and will allow us to better
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capture true performance here in light of the strong class imbalance of these datasets.
CheXpert labels 14 categories of diseases and support devices. Metrics are calculated per
category across all test set examples, and then the metrics are averaged to obtain a macro-
average.

4. Results

Quantitative Results Table 2 shows the results of all models across the linguistic and
clinical accuracy evaluation measures. The neural model with beam search (CNN-RNN +
Beam) achieves the highest score across all measures of linguistic performance as well as
CheXpert Accuracy and CheXpert Precision. However, it is defeated by a large margin
(0.07 – greater than 25%) by the 1-NN model in CheXpert F1. This indicates that the per-
formance gain of the neural model disproportionately favors precision over recall (i.e. when
it makes a claim, that claim is more likely true, at the expense of being overly cautious).
Overall, 1-NN performs relatively well at the linguistic measure, being competitive with
(admittedly) basic neural approaches on a number of metrics.

We can more closely examine the clinical accuracy measures of these model outputs by
examining the per-class F1 of each CheXpert category (Table 3). Here, the 1-NN model
achieves the highest F1 score for almost every single class. Unsurprisingly each method
does better on higher-frequency labels, and this trend is consistent enough across models
that the Macro-average and Micro-average F1s have the same ranking of models.

Perhaps unexpectedly, the Random approach also demonstrates non-trivial performance
on these linguistic measures, outperforming both 3-gram and 1-NN on BLEU as well as
3-gram on CIDEr as well. This should give some pause about what “good” performance on
these tasks looks like: if models are not performing better than sampling irrelevant reports,
then either the metric is bad or the models are not leaning anything.

One might suspect that perhaps BLEU and CIDEr are actually fine, and perhaps 3-gram
is simply generating nonsense. However we find that 3-gram essentially ties the CNN-RNN
+ Beam on CheXpert F1 and surpasses Random. Despite achieving CNN-RNN-level clinical
performance, the 3-gram model is ranked lower than irrelevant-but-real reports by CIDEr
and BLEU. This is likely because those metrics amount to overlapping ngram coverage,
which favors surface-level grammatically, rather than correctness.

Table 2: Automatic evaluation metrics of baseline methods for image captioning task.
CheXpert CheXpert CheXpert

Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 CIDEr Accuracy Precision F1

Random 0.265 0.137 0.070 0.036 0.570 0.770 0.146 0.148

1-gram 0.196 < 0.001 < 0.001 < 0.001 0.348 0.742 0.206 0.174

2-gram 0.194 0.098 0.043 0.013 0.404 0.764 0.225 0.193

3-gram 0.206 0.107 0.057 0.031 0.435 0.782 0.225 0.185

1-NN 0.305 0.171 0.098 0.057 0.755 0.818 0.253 0.258

CNN-RNN 0.004 < 0.001 < 0.001 < 0.001 0.066 0.822 0.144 0.067

CNN-RNN + Beam 0.305 0.201 0.137 0.092 0.850 0.837 0.304 0.186
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Table 3: Per-class F1 of CheXpert sentence labels from generated reports.
n Random 3-gram 1-NN CNN-RNN CNN-RNN

Label + Beam

Support Devices 22227 0.316 0.388 0.527 0.106 0.613

Airspace Opacity 21972 0.038 0.326 0.417 0.330 0.077

Cardiomegaly 19065 0.113 0.390 0.445 0.022 0.390

Atelectasis 16161 0.241 0.271 0.375 0.054 0.146

No Finding 15677 0.568 0.286 0.455 0.362 0.407

Pleural Effusion 15283 0.222 0.364 0.532 < 0.001 0.473

Edema 6594 0.111 0.192 0.286 0.009 0.271

Enlarged Cardiomediastinum 6064 0.234 0.135 0.142 < 0.001 0.134

Pneumonia 3068 0.063 0.036 0.080 0.010 0.030

Pneumothorax 2636 0.043 0.082 0.111 0.042 0.043

Fracture 2617 0.041 0.022 0.060 < 0.001 < 0.001

Lung Lesion 2447 0.277 0.062 0.062 0.005 0.001

Consolidation 2384 0.043 0.037 0.085 0.002 0.014

Pleural Other 1285 0.020 < 0.001 0.039 < 0.001 < 0.001

Micro-Average — 0.215 0.294 0.397 0.122 0.302

Macro-Average — 0.148 0.185 0.258 0.067 0.186

The neural model absent beam search performs very poorly, demonstrating the impor-
tance of this more advanced decoding model. As indicated by both 2 and Table 3, beam
search consistently adds a significant improvement across the board.

Qualitative Results We show qualitative results of each method on a few randomly cho-
sen images in Figure 3. For the first image, we see that the CNN-RNN + Beam generates a
very similar report as the reference, though the 3-gram is also accurate (albeit verbose). We
see consistently that the 1-NN approach returns relevant captions which can be incorrectly
over-specific about something that doesn’t appear in the test image (e.g. the placement of
a left pleural tube). This suggests potential limits in a neighbor-based approach for text
generation when the target text is very unique (as opposed to ”a man is playing a guitar”).

5. Discussion

Despite the CNN-RNN + Beam outperforming the 3-gram model across the board for
BLEU and CIDEr, they have incredibly similar performance on the CheXpert task (0.185
vs 0.186 macro-average, as well as very similar performances as well for many classes).
Though this is a limited study, this suggests that the simple neural model may not be
any better at “describing” latent knowledge, and the limiting factor is the quality of the
CNN-extracted features. Likely, it’s a little of column-A and a little of column-B: neural
models have been shown to benefit from additional decoding techniques (e.g. attention and
hierarchical decoders), but it may also be worth developing stronger feature extractors for
images. These extractors could then be tested in (closer to) isolation using simple decoding
models like nearest neighbor and n-grams.
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Figure 3: Example outputs from the best versions of each model type.
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Additionally, these results point to limitations in text generation evaluation metrics. In
the context of radiology report generation especially, we care simultaneously about both
human readability and clinical accuracy. The ultimate test for this would be a prospective
study to see what model produces the best care – for instance, it could well be the case that
clinical correctness is most important so long as the report clears a threshold of being “good
enough” to be readable – but of course any deployment would first require relatively high
confidence of model correctness, which itself requires a proxy metric. However, our metrics
at present are limited to either readability or correctness. Using both together as we do
here is one solution, but there is an opportunity in this to design more holistic measures
capable of capturing our true intentions.

Though these metrics are very commonly used, they have incurred significant push back
as well because they tend to favor superficial, short sentencesBoag et al. (2016); Kilickaya
et al. (2017). These concerns are likely especially true in the clinical domain, where we
care not only about free-text readability, but also about the accuracy of the stated clinical
conclusions. Further, these metrics were designed to be all-purpose tools, independent of
any domain, which limits how reliable they might be expected to be for a highly specialized
area such as medicine. It may prove true that these tools are sufficient proxies for even
doctor judgment, but that has not yet been shown – these metrics were validated based
on correlation with human judgment on generic sentences with a large number of reference
sentences.

Limitations & Future Work This study has several notable limitations, each of which
presents an opportunity for future work. First and foremost, many of the models we test
are relatively simple. Even within our neural model, more advanced framing elements,
such as attention or reinforcement learning – both of which have recently been used Wang
et al. (2018); Li et al. (2018b) – could be explored here. Similarly, among our non-neural
baselines, more aggressive measures of image-conditioning (e.g. use k-NN and take the
centroid report to reduce over-specificity) and more complex language models could be
employed. Second, CheXpert performance, while offering a valuable assessment of clinical
performance, only assess a limited number of clinical categories and so doesn’t capture the
full battery of clinical concerns. Additionally, it relies on a rule-based parser for reports.
Finally, in medical contexts we can often assess the dangers of various types of errors, as a
type-1 vs. type-2 error can have very different consequences when diagnoses are concerned.
Rather than merely relying on F1 to offer a more class-imbalance sensitive evaluation metric,
we could instead attempt to analyze which kinds of errors are most critical here and use
performance measures more sensitive to those relationships.

6. Conclusion

This study profiles a number of text-generation models for automatic radiology report
generation across evaluation metrics spanning linguistic quality (BLEU-1 through BLEU-4,
CIDEr) as well as clinical efficacy (CheXpert accuracy, precision, and F1).

These results demonstrate several important findings relating to automatic radiological
report generation.

1. Beam search is critical for strong text realism in our neural model.
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2. Though neural approach can excel at generating realistic text relative to traditional
baselines, it may do so at the expense of clinical sensitivity. Here, our neighbor-based
baseline consistently shows improved F1 performance across nearly every CheXpert
class as compared to the neural model.

3. With a good image feature-extractor, even n-grams offer better performance than one
might expect. The trigram model’s Chexpert F1 is nearly identical to CNN-RNN +
Beam.

4. Random retrieved reports score surprisingly highly at both linguistic and clinical
evaluation metrics. This should help calibrate our understanding of how “good” it is
for a model to achieve a certain score. This is very much an extension of the age-old
wisdom that accuracy is a poor evaluation metric in cases of class imbalance (because
a trivial predictor can still score high).

5. Standard NLG metrics are ill-equipped to measure the quality of clinical text. The
over-relaince on n-gram overlap caused these metrics to favor irrelevant-but-fluent
reports over correct-but-ungrammatical ones.
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