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Abstract

Since 1994, the International GNSS Service (IGS)gravided precise GPS orbit products to the sfient
community with increased precision and timelinesdlany national geodetic agencies and GPS users
interested in geodetic positioning have adopted @ precise orbits to achieve centimeter leveligaxy
and ensure long-term reference frame stability.afRed positioning approaches that require the
combination of observations from a minimum of twB%receivers, with at least one occupying a station
with known coordinates are commonly used. The pssition can then be estimated relative to one or
multiple reference stations, using differenced iearphase observations and a baseline or network
estimation approach. Differencing observationa pular way to eliminate common GPS satellitg an
receiver clock errors. Baseline or network processs effective in connecting the user positiontlie
coordinates of the reference stations while theigpeeorbit virtually eliminates the errors introédcby the
GPS space segment. One drawback is the practiesirast imposed by the requirement that simultaseo
observations be made at reference stations. Amattee post-processing approach uses un-diffecence
dual-frequency pseudorange and carrier phase aigsrg along with IGS precise orbit products, for
stand-alone precise geodetic point positioningti¢star kinematic) with centimeter precision. Ths
possible if one takes advantage of the satelldekcestimates available with the satellite coortdigan the
IGS precise orbit/clock products and models systeneffects that cause centimeter variations in the
satellite to user range. Furthermore, station spperic zenith path delays with mm precision andsGP
receiver clock estimates precise to 0.03 nanoseaomdlso obtained. To achieve the highest accliaady
consistency, users must also implement the GNS@&figpeonventions and models adopted by the IGS.
This paper describes both post-processing appreashmmarizes the adjustment procedure and specifie
the Earth and space based models and conventiahsnilist be implemented to achieve mm-cm level
positioning, tropospheric zenith path delay andlcleolutions.

1. Introduction

The International GNSS Service (IGS), formerly ifiiernational GPS Service, is a voluntary collabiora

of more than 200 contributing organizations in mitv@n 80 countries. The IGS global tracking netwafrk
more than 300 permanent, continuously-operating &&#ns provides a rich data set to the IGS Asigly
Centers, which formulate precise products suchasellite ephemerides and clock solutions. IGS Data
Centers freely provide all IGS data and produatdie benefit of any investigator. This paper feausn

the advantages and usage of the IGS precise aritslocks.

Currently, up to eight IGS Analysis Centers (AChttibute daily Ultra-rapid, Rapid and Final GPSibrb
and clock solutions to the IGS combinations. Thdydsomputation of global precise GPS orbits and
clocks by IGS, with centimeter precision, faciata direct link within a globally integrated, refiece
frame which is consistent with the current Inteiovadl Terrestrial Reference Frame (ITRF). Since®@h@
ultra-rapid product originally designed to servet@oeological applications and support Low Earth i@rb
(LEO) missions, has been made available. The tdfpad product has since become useful to many other
real-time and near real-time users, as well. Forenmformation on the IGS combined solution product
and their availability see the IGS Central Bureseefittp://www.igs.org/components/prods.hyml




For GPS users interested in meter level positioming navigation, a simple point positioning integfa
combining pseudorange data with IGS precise odit$ clocks (given at 15 min intervals) can be used
(e.g. Héroux et al., 1993; Héroux and Kouba, 1988)ce May 2, 2000 when Selective Availability (SA
was switched off these products also satisfy GRSsuebserving at high data rates in either static o
kinematic modes for applications requiring metexcgsion. This is so, because the interpolatiorhef15-
min SA-free satellite clocks given in IGS sp3 filepossible at the precision level a few dm. Fenrtiore,
since December 26, 1999, separate, yet consistéstk files, containing separate combinations of
satellite/station clocks at 5-min sampling intesvahve been available and on November 5, 200@|diok
combinations became the official IGS clock produg@t®uba and Springer, 2000). The 5-min clock
sampling allows an interpolation of SA-free satellilocks well below the dm level (Zumberge and den
2000). In order to keep clock interpolation erratr below the cm-level, starting with GPS Week @4
(January 14, 2007), the IGS Final clock combinati@bso include additional clock files with 30-sec
sampling. For GPS users seeking to achieve geqatision, sophisticated processing software ppeka
such as GIPSY (Lichten et al., 1995), BERNESE (Daichl., 2007) and GAMIT (King and Bock, 1999)
are required. However, by using the IGS precibé products and combining the GPS carrier phate d
with nearby IGS station observations, geodetic susan achieve precise relative positioning cor#iste
with the current global ITRF, with great ease affitiency and with relatively simple software. For
example, differential software packages provideddmeiver manufacturers may also be used, as Ilsng a
they allow for the input of the station data anlditoproducts in standard (IGS) formats and conftorthe
international (IGS and IERS) conventions and stedglésee Section 5.3).

The precise point positioning (PPP) algorithms dase un-differenced carrier phase observations have
been added to software suites using un-differertmservations such as GIPSY (Zumberge et al., 1997)
and more recently even the traditional double-diffieing software package such as the BERNESE has
been enhanced also to allow precise point positgoniUsers now have the option of processing data f

a single station to obtain positions with centimeieecision within the reference frame providedthg

IGS orbit products. PPP eliminates the need toieegimultaneous tracking data from a referencegpa
station or a network of stations. It has given tiseentralized geodetic positioning services tlegfuire
from the user a simple submission of a requestaavalid GPS observation file (see e.g., GhoddoasitF
and Dare, 2005). An alternative approach is anlé@mpntation of simple PPP software that effectively
distributes processing by providing portable sofewvghat can be used on a personal computer. This
software then takes full advantage of consistemveotional modeling and the highly accurate global
reference frame, which is made available through @6 orbit/clock combined products.

For both relative and PPP methods that utilize EBiSt/clock products, there is no need for large an
sophisticated global analyses with complex and istiphted software. This is so because the IGS
orbit/clock products retain all the necessary imfation of the global analyses that have already ldeme

by the IGS ACs, using the state of art knowledge software tools. Thus, the users of the IGS prizdinc
fact take full advantage of the IGS AC global asal; properly combined and quality checked, all in
accordance with the current international converstiand standards.

2. 1GS GPS Orbit/Clock Combined Products

Even though, strictly speaking, it is illegitimate combine solutions that are based on the same
observation data set, the combinations of Earttatikot Parameters (ERP) and station coordinateigolut
submissions have been successfully used by then#ttenal Earth Rotation and Reference Systems
Service (IERS) for many years. Such combinatiomsctly result in more robust and precise solutions
since space technique solutions are quite comptesalving different approaches and modeling that
typically generate a random-like noise which isnttaeraged out within the combination process. This
approach is also valid for the combination of IG8itosolutions as clearly demonstrated by Beuttesle
(1996) who have also shown that, under certain iiond, such orbit combinations represent physjcall
meaningful orbits as they still satisfy the equagioof motions. Furthermore, when the AC weights
resulting from orbit combinations are used in ther@sponding ERP combinations (as done by IGS befor
February 27, 2000), the crucial consistency betwbenseparately combined orbits and ERP solutisns i
maintained.



The IGS combined orbit/clock products come in wagiflavors, from the Final, Rapid to the Ultra-Rapi
which became officially available on November 50@QGPS Week 1087, MJD 5183). The IGS Ultra-
Rapid (IGU) products replaced the former IGS priedidIGP) orbit products (IGS Mail #3229). The IGS
combined orbit/clock products differ mainly by thearying latency and the extent of the trackintyoek
used for their computations. The IGS Final orfitscks) are currently combined from up to eigbeven)
contributing IGS ACs, using six, largely indepentjsoftware packages (i.e. BERNESE, GAMIT, GIPSY,
NAPEOS (Dow et al., 1999), EPOS (Gendt et al., 1998 PAGES (Schenewerk et al., 1999). The IGS
Final orbit/clocks are usually available before theteenth day after the last observation. TheitRap
orbit/clock product is combined 17 hours after énel of the day of interest. The latency is mainig do

the varying availability of tracking data from steits of the IGS global tracking network, which wse
variety of data acquisition and communication schgnas well as different levels of quality contiolthe
past, the IGS products have been based only oiflyandladel that required submissions of files conitag
tracking data for 24-hour periods. In 2000, Da&mi€rs have been asked to forward hourly trackatg d
to accelerate product delivery. This new submissicheme was required for the creation of an Ultra-
Rapid product, with a latency of only a few houh&t should satisfy the more demanding needs of mos
real-time users, including the meteorological comityuand LEO (Low Earth Orbiter) missions. It is
expected that IGS products will continue to bewdeid with increased timeliness in the future (Wedie
al., 2002). Development of true real-time produntestly satellite clock corrections, is underwaighin

the IGS Real-Time Pilot Project. For more inforimaton the IGS products and their possible apptinat
see e.g. Neilan et al., (1997); Kouba et al., (19®8 Dow et al., (2005).
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Figure 1: Weighted orbit RMS of the IGS RapitGR) products and AC Final orbit solutions during 1994
2009 with respect to the IGS Final orbit produ¢BOD — Center for Orbit Determination in Europe,
Switzerland; EMR — Natural Resources Canad&SA - European Space AgencyGFZ —
GeoForschungsZentrum Potsdam, GermdRY;— Jet Propulsion Laboratory, U.S.MjT- Massachusetts
Institute of Technology, U.S.ANGS— National Geodetic Survey, NOAA, U.S.&l0- Scripps Institute
of Oceanography, U.S.A.). The newest AGRG (CNES, CLS and GRG of France) is not shown here,
since currently (May 2009), it is not yet includedhe IGS combinations. (Courtesy of the IGS AGEg
http://acc.igs.org/




From Figure 1, one can see that over the past 8 yhe precision of the AC Final orbits has impibv
from about 30 cm to about 1 - 2 cm, with a concantiimprovement in the IGS Final combined orbit. |
is also interesting to note that the IGS Rapidtarbimbined product (IGR), with less tracking stai@and
faster delivery times, is now more precise than tiest AC Final solutions. The precision of the
corresponding AC/IGS ERP solutions has shown sinmfgorovements since 1994. One element that has
received less attention is the quality of the G&@lkte clock estimates included in the IGS ogrducts
since 1995. Examining the summary plots for IG&aFclock combinations at the IGS AC Coordinator
(ACC) web site [fttp://acc.igs.org/ one can notice that after small biases are rethae satellite clock
estimates produced by different ACs now agree sfiimdard deviations of 0.02 - 0.06 nanosecondgns)
1 -2 cm. This is also consistent with the orb&qgision. Any biases in the individual IGS sateltitecks

will be absorbed into the phase ambiguity paramseteat users must adjust. The precise GPS orbits an
clocks, weighted according to their correspondingcision (sigmas), are the key prerequisites foP,PP
given that the proper measurements are made atsthesite and the observation models are implerdente
correctly.

3. Observation equations

The ionospheric-free combinations of dual-freqyeB®S pseudorang®)and carrier-phase observations
(@) are related to the user position, clock, troposplaad ambiguity parameters according to the fotigw
simplified observation equations:

lp = p+cdT-d)+ T+ & (1)
t, =p+cdT-d)+T+NA + & (2)
Where :

0 »(P3) is the ionosphere-free combinationRif andP2 pseudoranges (2.546P.546R),
{ (L3, is the ionosphere-free combinationLdfandL2 carrier-phases (2.546@-1.546\,@),

dT is the station receiver clock offset from the Gt

dt is the satellite clock offset from the GPS time,

c is the vacuum speed of light,

T, is the signal path delay due to the neutral-atmesplprimarily the troposphere),
N is the non-integer ambiguity of the carrier-phasesphere-free combination,

A1, Az, A are the of the carrier- phakg, L2 andL3-combined (10.7cm) wavelengths, respectively,
&, £&» are the relevant measurement noise componentsdinglmultipath.

Symbol p is the geometrical range computed by iteratiomfrthe satellite positionXs, Ys, Zsat the
transmission epodhand the station positiom,(y, 2 at the reception epoch=1 +gdlc, i.e.

o= (XX’ +(Ys-y) + (252 -

Alternatively, for relative positioning between tvgtations i( j) the satellite clock errordt can be
eliminated simply by subtracting the correspondibgervation Egs. (1) and (2) made from the twastat
(@i, j) to the same satellit&)(i.e.:

/ pijk = A,Oijk+ cAdT; + ATrijk + AE’pijk, (3)
( &* = Api*+ cAdT; + AT + AN A + Aeg, @)

hereA(.)i,-k denotes the single difference. By subtractingdibgervation Egs. (3) and (4) pertaining to the
stations i; j) and the satellit& from the corresponding equations of the station3 o the satellitd, we
can form so called double differenced observatiqnagons, where the station clock difference errors

AdTij ~which are the same for bo#lingle differences, ar@so eliminated (assuming that all channels
within the receiver, tracking different satellitehare exactly the same clock offset, which is galyetrue



for GPS where all the satellites use common cafreguencies but is not usually true for GLONASS
where satellites broadcast on different carrigquemncies; if the GLONASS channel biases are raitadte

in time, the residual clock offset can be absoibenithe phase ambiguity parameters)

Ui = Apy + ATy + Ay, (5)
ﬁajjkl = Apijkl+ ATy K 4 ANijkI A+ A&n‘jkl, (6)

WhereA(.)ijk' represents the respective double difference for(thg station and K, ) satellite pairs
Furthermore, the initiaL1 and L2 phaseambiguities that are used to evaludke ionospheric-free
ambiguitiesANijk' become integers. This is so since the fractiohake initializations oh1 & L2 for the
station {, j) and satellite K, I) pairs, much like station/satellite clock erroase also eliminated by the
above double differencing scheme. Consequentlye dhe L1 and L2 ambiguities are resolved, the
ionospheric-free ambiguitiedN;* become known and can thus be removed from thatiequ(6), which
then becomes equivalent to the pseudorange equ&bione. double differenced phase observatiorth wi
fixed ambiguities become precise pseudorange ohens that are derived from unambiguous precise
phase measurement differences. That is why fixebiguity solutions yield relative positioning of the
highest possible precision, typically at or beldwe tnm precision level (e.g. Hoffmann-Wellenhof kt a
1992).

The equations (1), (2) and (5), (6) appear to beeglifferent, with a different number of unknowasd
different magnitudes of the individual terms. Frample, the double differenced tropospheric de’J‘&yk'

is much smaller than the un-differencgd, the noiseﬂe(.)i,-k' is significantly larger than the original, un-
differenced noise&(.), etc. Neverthelesqoth un-differenced and double differenced appresphoduce
identical results, provided that the same set aflifferenced observations and proper correlatiarived
from the differencing, are used. In other word® touble difference position solutions with properl
propagated observation weight matrix (see e.g. ratfin-Wellenhof et al., 1992), are completely
equivalent to un-correlated, un-differenced sohgiovhere the (satellite/station) clock unknowns are
solved for each observation epoch.

Since we are using the IGS orbit/clock products, ghtellite clocksdf) in Egs. (1) and (2) can be fixed
(considered known) and thus can be removed. Funtbrer, expressing the tropospheric path delgyss a
product of the zenith path delagp@ and mapping functionM), which relates slant path delay zpd
gives the point positioning mathematical model fions for pseudorange and phase observations:

fo =p+cdT+Mzpd +& - (p=0, (7)
fo =p+cdT+Mzpd+NA+ £p- (= 0; (8)

The tropospheric path delayl(zpd) is separated in a predominant and well-behayedostatic part N,

zpd,) and a much smaller and volatile wet paw,(zpd,). While zpd, can be modeled and considered
known, zpd, has to be estimated. For most precise solutienspadrarily varyinggpd,, M, andM,, have to

be based either on global seasonal models (Boehah, &006; Boehm et al., 2007), numerical weather
models (Boehm and Schuh, 2004; Kouba, 2007),terraltively (and potentially more preciselyd, can

be computed from measured station atmosphericuymeeg¢see e.g., Kouba, 2009). For a concise summary
of precise zpd modeling, consult the IERS Conventions updated p@ha 9 at
http://tai.bipm.org/iers/convupdt/convupdt _c9.html

Unlike the Egs. (1) - (6) that contain unknowns/anabservation differences involving baselinesha
whole station network, the Egs. (7) and (8), afteing known satellite clocks and positions, contai
observations and unknowns pertaining to a singlgost only. Note that satellite clock and orbit giging
does not require the satellite clock and positiarameterizations, since the satellite clock andtipas
weighting can be effectively accounted for by daebpecific pseudorange/phase observation weighti
So, unless attempting to fix integer ambiguitie=e(below), it makes little or no sense to solve. Egjsand
(8) in a network solution as it would still resirtuncorrelated station solutions that are exdadtytical to
independent, single station, point positioning 8ohs. Conversely, if a network station solutiorthné full



variance-covariance matrix is required, such athéscase of a Regional Network Associated Analysis
Center (RNAAC) processing hitp://www.igs.org/organization/centers.htmli#RNAAC only the
observation Egs. (1) - (6) are meaningful and shdid used. Also note that in single point positigni
solutions it is not possible to fik1, L2 integer ambiguities, unlike for the network sabas utilizing
double differenced or even un-differenced obseowati For un-differenced network solutions, the Inexb

L1, L2double differenced integer ambiguities are usederive the ionospheric-free real ambiguities and
then the known double differenced integer ambigsitare introduced as condition equations into the
corresponding matrix of the normal equations. Alerahtive and more efficient approach is to gererat
separate pseudorange and phase clocks for GPBemtelhere the phase clocks are made consistiémt w
the resolved integdrl, L2 phase ambiguities. Then even a single PPP useresatve and fix integer
phase ambiguities without any need of additionai@t network data (Collins, 2008). It is worthrtote
that PPP (Egs. (7) and (8)) allows position, tegheric zenith path delay and receiver clock sahstithat
are consistent with the global reference systemligmipby the fixed IGS orbit/clock products. The
differential (Egs. (5) and (6)), on the other haddes not allow for any precise clock solutiong] #me
tropospherizpd, solutions may be biased by a constant (datumgtpfiis particular for regional and local
baselines/networks (< 500 km). Thus, such regitweal zpd, solutions, based on double difference
network analyses, require external tropsphepd, calibration (at least at one station), e.g. by mseaf
PPP, or the IGS troposheric combirmdiproducts (Gendt, 1996, 1998; Byun and Bar-Se\@i9p

4. Adjustment models

For the sake of simplicity, only the point positiog approach is discussed in this section. Howetber,
adjustments of un-differenced or differenced dataeétwork solutions are quite analogous to thikemat
simple, yet still precise point positioning case.

Linearization of the observation Egs. (7) and (®uad the a-priori parameter values and observatig,
£) in the matrix form becomes:

Ad+W -V =Q (9)

whereA is the design matrix) is the vector of corrections to the unknown parameterg/ = f()C, /) is
the misclosure vector andis the vector of residuals.

The partial derivatives of the observation equatiaith respect tX, which in the case of PPP consist of
four types of parameters: station positieny, 2, receiver clock dT), wet troposphere zenith path delay
(zpd,) and (non-integer) carrier-phase ambiguitidy {orm the design matriA:

_6f(X,£P) of(X,lp) of(X,tp) 0f(X.lp) 0f(X./(p) 0f( X! p)
0Xy 6Xy 0X5 6Xd.|. 6XquN 0 X j
A= N(j=1nsat)
of (X, lp) Of(X,lq) 0f(X,lyp) 0f(X/lg) 0f(X/(g) 0f( Xl )
0Xy 0X oX 0X 0 X 0 X
y z dT z J
| Phy N(j=1nsaf) |
) of X—Xs of y-Ys oOf z-7s
with : = = = ,
0X Yol 6Xy Yol 0X, Yol
a)ff = c axaf = MW, pyv of =0 or 1
dT z j
P N(j=1,nsat)



zpolN
j
| N(j=L,nsaf |

The least squares solution wakpriori weighted parameter constraints >£o ) is given by:

s=-p_ +aATp, a) tATp W, (10)

x0

where , is the observation weight matrix. For un-differethabdservations it is usually a diagonal matrix

P
with the diagonal terms equal (oy/cp)> and (gy/0w)? , Whereg, is the standard deviation of the unit
weight, o and o, are the standard deviations (sigmas) of pseuderagl phase observations,
respectively. Typically,0,/710 mm and the ratio obp/o, = 100 are used for ionospheric-free un-
differenced phase and pseudorange observations.tfiBesstimated parameters are

x=x2+s,
with the corresponding weight coefficient matrithé a priori variance-covariance matrix whagl )
-1 T -1
-~ =P~ = + .
Cy =Py (PXO AP, A (11)

The weighted square sum of residuals is obtainenh fthe residuals, evaluated from Eq. (9) and the
parameter correction vector (Eg. 10) as follows:

Toy o T T
VIPV=41P g5+V PV, (12)

or from an alternative, but numerically exactly mglent expression:

vipv=vTpw. (13)
Both expressions can be used to check the numestahbllity of the solution (Eq. 10). Finally, the a
posteriori variance-covariance matrix of the estedgparameters is

02 T 1 (14)

Z)2 :JO(PXO +A P, A)
where the a posteriori variance factor is estimdteth the square sum of residuals and the degrees o
freedomdf = n-u ; (n, u are the number of observations and the numbesffettive unknowns,
respectively):
02 v Tpy
ago = .

(n-u)
The formal variance-covariance matrices Eq. (14) @wsually too optimistic (with too small variancges)
typically by a factor 5 or more, depending on thégadsampling and the complexity of error modelisgdi
in GPS analyses. The longer the data samplingvadtand the more sophisticated error modeling thre,
smaller (and closer to 1) the factor tends to be.

(15)

A note on non-integer number of degrees of freedodue at this point, since, in principle, all ane of
the parameterX’ can be weighted. Thus the traag) (of the a priori parameter weight matri ,
effectively determines an equivalent of the numbgkrobservations, so that the effective number of
unknownsu = u, — U’ (uy is the dimension of the parameter vectdf) can be a real number attaining
values between 0 ang This can make the number of degrees of freedbm n - ua non integer number



4.1 Statistical testing, data editing

The simplest statistical testing/data editing ugualolves uni-variate statistical tests of thesohdosuredV
and residual¥ that are based on limits equal to a constant plelk) of sigmas, i.e. using the probability
P at the probability levell-a) and the phase misclosures:

P{-k 0p< Wg < kOp} - (1-0); j=1,n (n- number of observations) (16)

where a is the probability that the variabj@4| > k 0. For example, for the Normal Distribution (ND)
and the 99% probability levél = 2.58 The Chebysheinequality, which is consistent with a wide raruje
error distributions, states that for all generadn(Normal) error distributions the probabiliB/that the
variable is within the limits of k gpis greater or equal tq1-a), provided thak= (a)™? (e.g. Hamilton,
1964). When a =0.05is assumedhenk=4.47. That is why the sigma multipliers of 5 and 3 aseially
chosen for the outlier testing of misclosures agiduals, respectively. Note that in the abovestestictly
speaking, a posteriori estimates of the observaigmas should be used, i.e.

O O

0P =0,04. a7
When assuming the ND, the square sum of residtd)s (13) are distributed according to the well\kno
¥ variable, thus the square sums can be effectitesdied, at the (1-a) probability level, against the

2
statistical limit ofgo Xaiae- This test can also be applied to the square afureighted parameters (the
first term on the right hand side of Eq. (12)),torother subgroups of the weighted parameters and/o
residuals. E.g. the residuals pertaining to a fipesatellite and/or station can be tested in thisy.
Alternatively, the abovg? test could be applied to a single epoch increrottte square sum of residuals
Egs. (12) or (13). The power of this test is insieg with the decreasing group size (i.e. the imemt of
the number of degrees of freedom). For a singlieluas and/or parameter thjg test becomes exactly
equivalent to the well-known Studentstest (equivalent to the above ND for large nundfedegrees of
freedom, i.e. whendf => ), since Y1, = (t;) 2 For more details and an extended bibliography on
statistical testing in geodetic applications sge ¥antek and Krakiwsky (1986).

Data editing and cycle slip detection for un-diéfleced, single station observations is, indeed, @rma
challenge, in particular during periods of highdspheric activities and/or station in the ionosptadly
disturbed polar or equatorial regions. This isstioge the difference betweéd andL2 phase observations
are usually used to check and edit cycle slips @uttiers. However, in the extreme cases, this regliti
approach would need data sampling higher than inHzder to safely recognized or edit cycle slips o
outliers and such high data samplings are not lysaghilable. (Note that within a geodetic recejvar
least in principle, it should be possible to deceffitient and reliable data cleaning/editing basedhe(L1-
L2) or L1, L2 phase fitting, since data samplings much highan th Hz are internally available). Most of
IGS stations have data sampling of only 30 secchviis why efficient statistical editing/error detien
tests are mandatory, especially for un-differensetjle station observation analyses.

On the other hand, the double differencd df L2 or even the doubled differenced ionosphere-frige
measurement combinations are much easier to ad@dtofor cycle slips and outliers; consequently
statistical error detection/corrections may notakemportant or even needed in double differencB& G
data analyses. An attractive alternative for ufedéinced observation network analyses is a cydte sl
detection/editing based on double difference oladgems, which at the same time could also facdithte
resolution of the initial (double difference) phammabiguities. The resolved phase ambiguities lage t
introduced into an un-differenced analysis as tladition equations of the new un-differenced
observations, that are formed from the reconstdjctsmambiguous and edited double differenced
observations, obtained in the previous step.

4.2 Adjustment proceduregffilters



The above outlined adjustment can be done in desstgp, so called batch adjustment (with iteratjpor
alternatively within a sequential adjustment/filfeith or without iterations) that can be adaptedarying
user dynamicsThe disadvantage of a batch adjustment is thatit become too large even for modern
and powerful computers, in particular for un-diffeced observations involving a large network dicta.
However, no back-substitution or back smoothingdsessary in this case, which makes batch adjustmen
attractive in particular for double difference amgehes. Filter implementations, (for GPS positignin
equivalent to sequential adjustments with stepaciding with observation epochs), are usually much
more efficient and of smaller size than the bawdjustment implementations, at least, as far apdséion
solutions with un-differenced observations are eomed. This is so, since parameters that appegradvra
particular observation epoch, such as stationlgatellock and evenzpd, parameters, can be pre-
eliminated. However, filter (sequential adjustmemtplementations then require backward smoothing
(back substitutions) for the parameters that ateetained from epoch to epoch, (e.g. the clock zd)
parameters).

Furthermore, filter/sequential approaches canmisdel variations in the states of the parametersdan
observation epochs with appropriate stochasticgas®s that also update parameter variances frooh epo
to epoch. For example, the PPP observation modehdjustment Egs. (7) through (15) involve fouretyp
of parameters: station positiox, {/, 2, receiver clockdT), troposphere zenith path delaypg,) and non-
integer carrier-phase ambiguitidd)( The station position may be constant or chawge time depending
on the user dynamics. These dynamics could vamy frens of meters per second in the case of a land
vehicle to a few kilometers per second for a LowtlEaDrbiter (LEO). The receiver clock will drift
according to the quality of its oscillator, e.goab0.1 ns/sec (equivalent to several cm/sec)eénctise of
an internal quartz clock with frequency stabilifyabout 10'°. Comparatively, the tropospheric zenith path
delay ¢pd will vary in time by a relatively small amounty ithe order of a few cm/hour. Finally, the
carrier-phase ambiguitieN) will remain constant as long as the satellitands being reoriented (e.g.,
during an eclipsing period, see the phase windeugection, Section 5.1.2) and the carrier phasedrae

of cycle-slips, a condition that requires close itwing. Note that only for double differenced data
observed from at least two stations, all clodiss, including the receiver clock corrections are pcadly
eliminated by the double differencing.

Using subscript to denote a specific time epoch, we see that witbbservations between epochs, initial
parameter estimates at epocre equal to the ones obtained at the previoushdghc

0_o
Xi"=Xi_4- (18)
To propagate the covariance information from thechp-1 to i, during an intervaltt, C)Aq_1 has to be

updated to include process noise represented hyotregiance matriCe,,

PXiO =Cx +Cep ]t (19)
where
[Ce(p 0 0 0 0 0 i
0 Ce(y)y 0 0 0 0
0 0 Ce(2)y 0 0 0
Cepr=| 0 0 0 Ce(dT)y 0 0
0 0 0 0 Ce (zqu )At 0
o 0 0 0 0 Ce (szl,nsat) bt |

Process noise can be adjusted according to useandygs, receiver clock behavior and atmospheric
activity. In all instance€e(N /(j=1 nsar)x = O since the carrier-phase ambiguities remain cohstzer time.
In static mode, the user position is also conssat consequentlZe(X), = Ce(y)a= Ce(2)x = 0. In
kinematic mode, it is increased as a function ef wynamics. The receiver clock process noiseveay



as a function of frequency stability but is usuallgt to white noise with a larg8e(dT)y value to
accommodate the unpredictable occurrence of cleskts. A random walk process noise of about 2-5
mmA/hour is usually assigned and used to derive theerth path delage(zpd,) 4.

5. Precise positioning correction models

Developers of GPS software are generally well avadireorrections they must apply to pseudorange or
carrier-phase observations to eliminate effectt sigcspecial and general relativity, Sagnac dskgllite
clock offsets, atmospheric delays, etc. (e.g. I0880; ICD-GPS-200). All these effects are quitgda
exceeding several meters, and must be considessdfer pseudorange positioning at the meter pi@tisi
level. When attempting to combine satellite posiand clocks precise to a few cm with ionosphiegie-
carrier phase observations (with mm resolutionjs important to account for some effects that may
have been considered in pseudorange or even prbffesential phase processing modes.

For cm differential positioning and baselines afsl¢ghan 100 km, all the correction terms discussbowv
can be safely neglected. The following sectionsmes additional correction terms often neglectetbcal
relative positioning, that are, however, significéor PPP and all precise global analyses (relativein-
differenced approaches). The correction terms hasen grouped undeBatellite effects (5.1), Site
displacements effects (5.28hd Compatibility and IGS conventions (5.3 A number of the corrections
listed below require the Moon or the Sun positiainéch can be obtained from readily available planet
ephemeredes files, or more conveniently from sinfipieulas since a relative precision of about 10.80
sufficient for corrections at the mm precision leve

5.1 Satellite effects

5.1.1 Satellite antenna offsets

The requirement for satellite-based correctiongiloates from the separation between the GPS satelli
center of mass and the phase center of its antdgrause the force models used for satellite orbit
modeling refer to the satellite center of mass,|@&® GPS precise satellite coordinates and clooklymts
also refer to the satellite center of mass, uniiie orbit ephemeredes in the GPS broadcast nawigati
message, which refer to the satellite antenna pbaiseer. However, the measurements are made to the
antenna phase center, thus one must know theiteap#ibse center offsets and monitor the oriemntabio
the offset vector in space as the satellite othigsEarth. The phase centers for most satellieoifget in

the bodyZ-coordinate direction (towards the Earth) and fanecatellites also in the bodcoordinate
direction which is on the plane containing the $sge Figure 2). Since all AC estimates of the BlbBk
antenna phase centéoffsets (with zero phase center variations (PGMg)e much closer to zero than to
the specifiedz-offset value published by the GPS operators (&ar;Sever, 1998), the zero value was
adopted and used by IGS up to November 4, 2006 (B8&k 1399) (Fig. 2). Starting November 5, 2006
(GPS Week 1400), however, the IGS convention engpltifferent, so called “absolute”, phase center
offsets and non-zero PCVs for both satellite and | alstation antennas
(ftp://www.igs.org/pub/station/general/igs05.are also Schmid et al., 2007).

Relative antenna phase center offsets adopted by
IGS in satellite body fixed reference frame (méters

$= . X(towards Sun)

X Y z
O

Center of mass Block I/IA: 0279 0.000 1.023
e Center of phase  Block IR 0.000 0.000 0.000

Figure 2: IGS conventional (relative) antenna phase cesfisets in satellite body fixed reference frame,
used up to November 4, 2006 (GPS Week 1399).



5.1.2 Phase wind-up

GPS satellites transmit right circularly polarizg®ICP) radio waves and therefore, the observedectarri
phase depends on the mutual orientation of thdisatnd receiver antennas. A rotation of eithezeiver

or satellite antenna around its bore (vertical)sawill change the carrier-phase up to one cycles (on
wavelength), which corresponds to one completeluéen of the antenna. This effect is called “phase
wind-up” (Wu et al., 1993). A receiver antenna,assl mobile, does not rotate and remains oriented
towards a fixed reference direction (usually nortdwever, satellite antennas undergo slow rotatas
their solar panels are being oriented towards threghd the station-satellite geometry changesh&uyrin
order to reorient their solar panels towards the @uring eclipsing seasons, satellites are alspcidol to
rapid rotations, so called “noon” (when a strailijig, starting from the Sun, intersects the sagéetind then
the center of the Earth) and “midnight turns” (whee line intersects the center of the Earth, tthen
satellite). This can represent antenna rotationgpdb one revolution within less than half an hdduring
such noon or midnight turns, phase data needs toobyected for this effect (Bar-Sever, 1996; Kouba
2008) or simply edited out.

The phase wind-up correction has been generalleategl even in the most precise differential positig
software, as it is quite negligible for double eifnce positioning on baselines/networks spannintp wa
few hundred kilometers. However, it has been shimareach up to 4 cm for a baseline of 4000 km (\Wu e
al., 1993). This effect is significant for un-difeaiced point positioning when fixing IGS satelliiecks,
since it can reach up to one half of the waveleng®ince about 1994, most of the IGS Analysis €mnt
(and therefore the IGS orbit/clock combined produeipply this phase wind-up correction. Negleciing
and fixing IGS orbits/clocks will result in positicand clock errors at the dm level. For receiveerama
rotations (e.g. during kinematic positioning/natiga) the phase wind-up is fully absorbed into istat
clock solutions (or eliminated by double differemg).

The phase wind-up correction (in radians) can laduated from dot[ and vector X) products according
to (Wu at al., 1993) as follows:

A= sign¢) cos (B /|D]0)), (20)
where =k [{D'xD), K is the satellite to receiver unit vector abd, D are the effective dipole vectors

of the satellite and receiver computed from theenirsatellite body coordinate unit vectoss,(y', z') and
the local receiver unit vectors (i.e. north, eap),denoted byX,Vy, 2 ):

D'= x'-k(k X') -k x ¥',
D=x-k(kX)+kxy.
Continuity between consecutive phase observatigmerts must be ensured by adding full cycle terins o
#27rto the correction (20).

5.2 Site displacement effects

In a global sense, a station undergoes periodiements (real or apparent) reaching a few dm tleahar
included in the corresponding ITRF “regularized’spions, from which “high-frequency” have been
removed using models. Since most of the perioditation movements are nearly the same over broad
areas of the Earth, they nearly cancel in relgtiogitioning over short (<100 km) baselines and thesd

not be considered. However, if one is to obtairrecipe station coordinate solution consistent i
current ITRF conventions in PPP, using un-diffeegh@pproaches, or in relative positioning over long
baselines (> 500 km), the above station movemenitst hhe modeled as recommended in the IERS
Conventions. This is accomplished by adding the gisplacement correction terms listed below to the
regularized ITRF coordinates. Site displacemergcedf with magnitude of less than 1 centimeter, ssch
atmospheric and ground water and/or snow buildeagihg, have been neglected and are not considered
here.



5.2.1 Solid earth tides

The “solid” Earth is in fact pliable enough to resp to the same gravitational forces that gendtae
ocean tides. The periodic vertical and horizonit displacements caused by tides are represented b
spherical harmonics of degree and oraemg characterized by the Love numitgr, and the Shida number
I.m The effective values of these numbers weaklyeddpon station latitude and tidal frequency (Wabhr,
1981) and need to be taken into account when dgosgirecision of 1 mm is desired. For details)uding

a standard FORTRAN subroutiehanttideinel,f see the Chapter 7 of the IERS Conventions (IERS,
2003). This self-contained and easily to implemsahdard FORTRAN subroutine should be used in all
precise analyses. However, for 5-mm precisiony tm second-degree tides and a height correction t
are necessary (IERS, 1989). Thus, at the 5-mnh ddy@recision, the site displacement vector int€sian

coordinatesAr‘T :‘Ax, Ly, M is:

oMyt 5 b hy _ 2 hy |
Ar = Z - T A 3'2 R: F)IR; + ——|2 R. [T -——=1r +
j=2 GM Rj3 J J 2 j 5

|- 0025 singLeospsinleg + 4 )|, 21)

whereGM, GM are the gravitational parameters of the Earth Mben (=2) and the Sunj£3); r, R are
the geocentric state vectors of the station, tleorMand the Sun with the corresponding unit vectors
r and ﬁj , respectivelyl, andh, are the nominal second degree Love and Shida diomess numbers

( about 0.609, 0.085)p, A are the site latitude and longitude (positive Jeast §; is Greenwich Mean
Sidereal Time. The tidal correction (Eqg. 21) caacteabout 30 cm in the radial and 5 cm in the loot&
direction. It consists of a latitude dependent eremt displacement and a periodic part with
predominantly semi diurnal and diurnal periods bfmging amplitudes. The periodic part is largely
averaged out for static positioning over a 24-leniod. However, the permanent part, which canhregc

to 12 cm in mid latitudes (along the radial direg)i remains in such a 24h average position. The
permanent tidal distortion, according to the addd@#ERF convention has to be included as well (IERS,
2003). In other words, the complete correction (L), which includes both the permanent and pesabdi
tidal displacements, must be applied to be congistith the ITRF (so called “Tide-free”) tidal reénce
system convention. Even when averaging over long® neglecting the correction (Eg. 21) in point
positioning would result in systematic positioncesr of up to 12 and 5 cm in the radial and north
directions, respectively. For differential positiog over short baseline (<100km), both stationsehav
almost identical tidal displacements so the retapiositions over short baselines will be largelgftected

by the solid Earth tides. If the tidal displacensentthe north, east and vertical directions aggired, they
can be readily obtained by multiplying (Eq. 21)tbg respective unit vectors.

5.2.2 Rotational deformation dueto polar motion (polar tides)

Much like deformations due to Sun and Moon attomdi that cause periodical station position
displacements, the changes of the Earth’s spin \&itis respect to Earth’s crust, i.e. the polar oot
causes periodical deformations due to minute cleingéhe Earth centrifugal potential. Using thenab
second degree Love and Shida numbers, the comediiolatitude (+north), longitude (+east) and heig

(+up) in mm is approximately equal to (IERS, 2003):
Ap=-9cos2p [Xp - Xp) cosl - Yp—Vp) sid ]
A= 9sing[(X —Xp) sind + (Yp - Vp) cosl |
Ah=-33sin P [(Xp - )?p) cost - ¥ - Vp) sim ]

where (X - X)) and (Y,-Y,)) are the pole coordinate variations from the meaiesppX ,Y.) in

seconds of arc (for the mean pole values, see tj3e B3a and 23b of the updated IERS Conventions
Chapter 7tp://tai.bipm.org/iers/convupdt/chapter7/icc7 pdince most ACs utilize this correction when




generating their orbit/clock solutions, the IGS tomed orbits/clocks are consistent with these atati
position corrections. In other words, for sub-cemtier position precision the above polar tide ativas
need to be applied to obtain an apparent statisiig, that is the above corrections have to liraated
from the position solutions in order to be congistgith ITRF. Unlike the solid earth tides (Sectior2.1)
and the ocean loading effects (see Section 5.208vp¢he pole tides do not average to nearly zemr @
24h period. As seen above they are slowly changicgprding to the polar motion, i.e. they have
predominately seasonal and Chandler (~430 daypgeri Since the polar motion can reach up to &8 a
sec, the maximum polar tide displacements can rabolt 25 mm in the height and about 7 mm in the
horizontal directions.

5.2.3 Ocean loading

Ocean loading is similar to solid Earth tides,sitdiominated by diurnal and semi diurnal periodg, ibu
results from the load of the ocean tides on theetgithg crust. While the displacements due to ocean
loading are almost an order of magnitude smallan those due to solid Earth tides, ocean loadimgoi®
localized, and by convention it does not have anpaent part. For single epoch positioning at thams-
precision level or mm static positioning over 24ripd and/or for stations that are far from theaose
ocean loading can be safely neglected. On the dihed, for cm precise kinematic point positioning o
precise static positioning along coastal regionsr mbservation intervals significantly shorter tHz4h,
this effect has to be taken into account. Note thlaén the tropospherizpd, or clock solutions are
required, the ocean load effects also have to kentato account even for a 24h static point positig
processing, unless the station is far (> 1000 komnfthe nearest coast line. Otherwise, the ocead |
effects will map into the solutions for tropospleezpd, (Dragert et al., 2000) and station clocks. The
ocean load effects can be modeled in each prindpacttion by the following correction term (IERS,
2003):

Ac:ijjACjcos(oijj+uj—cbcj) (22)
where fi and 4 depend on the longitude of the lunar node, howéaret-3 mm precision one can sét
=1 andy; =0; the summation of represents the 11 tidal waves designatddas, N, Ky, Ky, Oy, Py,
Qu M, My andS; @ and x are the angular velocity and the astronomical asgumat timet=0h,
corresponding to the tidal wave compongniThe argumeny; and eq. (22) can be readily evaluated by

FORTRAN routinesARG.fand hardisp.f,respectively both are available from the IERS Convention ftp
site: ftp://tai.bipm.org/iers/convupdt/chapter7/

The station specific amplitude%; and phases?,; for the radial, south (positive) and west (positive
directions are computed by convolution of Greeniscfions utilizing the latest global ocean tide lsdhs
well as refined coastline database (e.g. Scherrl@¥K; Pagiatakis, 1992; Agnew, 1996). A tablehef
amplitudesA;and phaseg;for most ITRF stations, computed by Scherneck (1,983lso available from
the ftp site ftp://maia.usno.navy.mil/conventions/chapter7/dil&ibg). Alternatively, software for
evaluation ofA; and @, atany site is available from Pagiatakis (1992), erdmplitudes/phases for any site
can be evaluated by the on-line ocean loading cerfaitp://www.o0so.chalmers.se/~loadipglypically,
theM, amplitudes are the largest and do not exceed i ¢he radial and 2 cm in the horizontal directions
for coastal stations. For cm precision, one shoskl a recent global ocean tide model, such as FEBS20
and it may even be necessary to augment the gtatal model with local ocean tides digitized, for
example, from the local tidal charts. The statipacific amplitudeA; and phase#; can also include the
sub-daily center of mass (CoM) tidal variationsthat case, for cm station position precision, ncead
effect corrections have to be included at all stedj even for those far from the ocean. Consistevith

the sub-daily earth rotation parameter conventsae the next Section 5.2.4), the current IGS cdioren
also requires that the sub-daily tidal CoM is imied in ocean loading corrections when generatir§) AG
orbit/clock solutions. Most ACs have complied afice 2007 they are including CoM in ocean loading
corrections and in their ITRF transformations ofiticlock solutions (Ray and Griffiths 2008).
Consequently, when the IGS solution products aesl uhrectly in ITRF (such as in a PPP), the ocean-
loading corrections should not include the CoM.




5.2.4 Earth rotation parameters (ERP)

The Earth Rotation Parameters (i.e. pole posiipnYp andUT1-UTQ, along with the conventions for
sidereal time, precession and nutation facilitateueate transformations between terrestrial andiahe
reference frames that are required in global GRysis (see e.g. IERS, 2003). Then, the resultihg

in the terrestrial conventional reference frameRf), much like the IGS orbit products, imply, quite
precisely, the underlying ERP. Consequently, IG&aisvho fix or heavily constrain the IGS orbits and
work directly in ITRF need not worry about ERP. Hawer, when using software formulated in an inertial
frame, the ERP, corresponding to the fixed orlitggymented with the so called sub-daily ERP model, a
required and must be used. This is so, since ER®rding to the IERS convention are regularized @md
not include the sub-daily, tidally induced, ERPiations.

The sub-daily ERP is also dominated by diurnal suatdiurnal periods of ocean tide origin, and each
up to 0.1 mas (~3 cm on the Earth surface). Eatheosub-daily ERP component correcti¢aXp, oYp,
oUT1)is obtained from the following approximation foreg. for theXp pole component:
8
OXp=) Fsiné; +Gjcost;, (26)
i=1
where ¢; is the astronomical argument at the current epoctthie tidal wave component of the eight

diurnal and semi-diurnal tidal waves considendd, S, N, Ko, Ky, Oy, P, Q1), augmented witm/z#2 ( n=

0, lor —-1) andr andG; are the tidal wave coefficients derived from thtesaglobal ocean tide models for
each of the three ERP components. The above (ctiomal) FORTRAN routine, evaluating the sub-daily
ERP corrections  can also be obtained at the (IERS,996) ftp site:
ftp://maia.usno.navy.mil/conventions/chapter8/ray.Yhen ITRF satellite orbits are generated withtbe
sub-daily ERP model (not the case for IGS/AC ojbitisen even PPPs, formulated in ITRF need to take
the sub-daily ERP variations into account, for mie&ils see Kouba (2002b).

5.3 Compatibility and IGS conventions

Positioning and GPS analyses that constrain aarfixexternal solutions/products need to apply cbaist
conventions, orbit/clock weighting and models. Thisgs in particular true for PPP and clock
solutions/products, however even for cm precisidferéntial positioning over continental baselindse
consistency with the IGS global solutions also seedbe considered. This includes issues sucheas t
respective version of ITRF, the IGS ERP correspogdo the IGS orbit and station solutions usedjcsta
logs (antenna offsets) etc. Note that, in genatbhl\C solutions and thus IGS combined product®o

the current IERS conventions (IERS, 2003). Thuktha error-modeling effects discussed above are
generally implemented with little or no approxineatiwith respect to the current IERS conventionse Th
only exceptions are the atmospheric and snow |lggelifects, which currently (2009) are neglectecaby
ACs. For specific and detail information on eac §lobal solution strategy, modeling and departures
from the conventions, in a standardized format, errefto the IGS CB archives
(ftp://igs.org/igscb/center/analysisfr to Weber at al., (2002) as wellRay and Griffiths (2008).

5.3.11GSformats

Perhaps the most important prerequisite for a ssfigkeservice and the ease of utilization of itsdorcts is

the standardization of data and product format$ Has adopted and developed a number of standard
formats, which for convenience are listed belowTable 1. Also listed here are the relevant IGS CB
URL’s, where the detail description of a particdtaamat can be found. (Note: some formats, like RX\

SP3 and SINEX undergo regular revisions to acconantgorkceiver/satellite upgrades, or multi-technique
solutions, respectively).



Table 1. Data/product formats adopted by IGS

For mat name IGS Product/Sampling | Reference/lURL

RINEX GPS data/ 30 sec ftp://igs.org/igdalbd/format/rinex211 .txt
RINEX-clock ext. Sat./Sta. Clock/5 min/30s ftp://iggy/igscb/data/format/rinex_clock.txt
SP3 Orbits/Clocks/ 15 min.| ftp://igs.org/igscb/dimanat/sp3c.ixt

IGS ERP Format IGS ERP/ 1 day ftp://iggligscb/data/format/erp.txt

SINEX Sta. Pos.(ERP) 7(1) day,  ftp://igs.org/igsckddfatmat/sinex.txt
SINEX-tropo ext. Tropo. ZPD 2 h/5 min. ftp://igeg/igsch/data/format/sinex_tropo.txt
IONEX lono. maps/sat DCB 2 h| ftp://igs.org/igscb/dfmanat/ionex1.ps

5.3.21GSreference frames

The use of the IGS orbit/clock products imply posiing, orientation and scale of a precise refezenc
frame, so that PPP position solutions (with the WBiSits/clocks held fixed) are directly in the I@®bal
reference frame which conforms to the ITRF. In fdloe PPP approach represents the simplest and the
most direct access (interface) to the IGS reabnatif ITRF (as well as the global troposphedpd and
time reference frames). In unconstrained or mininebnstrained regional relative positioning, otitye
precise orientation and scale are strongly imghgdixing IGS orbits. However, in global differercceata
solutions, the implied reference frame position{pggin/geocenter solution) is equally strong, kuis
much weaker in regional (~1000 km) and nearly ndastent (i.e., singular) for local (<100 km) netkor
solutions. Soit is also important that all network station sabrts (including the one using un-differenced
observations) be in the same reference frame, @fean unconstrained relative position solutions are
constrained or being combined with external posgi@r with other IGS station position solutions, Isas

is the case of the IGS Global Network Associatedlysis Center (GNAAC) or Regional Associated
Analysis Center (RNAAC) analyses/combinations @&l 2000, Ferland et al., 2002).

Since February 27, 2000 (GPS Week 1051) when tRESIstation/ERP combinations became official, all
the IGS combined Final products (including orbitstks and SINEX station/ERP), are also fully
consistent and minimally constrained with resped@S position/velocity coordinate solutions ofed ef
more than 50 Reference Frame Stations (RS). TI&SeRIS solutions, in turn are minimally constraibed
the current ITRF. These IGS RS coordinate setinéemally more consistent than the original ITR¥ep
yet in orientation, translation and scale (inclgdihe corresponding rates) it is completely eqeivato the
ITRF solution station set, thus, the IGS Final jpieid can still be considered to be nominally indhierent
ITRF. Note that for all, even for most of precigplcations, there usually are no noticeable dignaities
and no transformation should be necessary for téctnal IGS realizations of ITRF changes. (e.fpr,
the ITRF97/ITRF2000 change, see Ferland, 2000;)2001

Since December 2, 2001 (GPS Week 1143, MJD 52@UBlpivember 4, 2006 (GPS Week 1399) the IGS
ITRF2000 realization was used. Initially, IGS00 vexomplished through a 54 RS subset of the Week
1131 IGS cumulative station/ERP  solution productSeq IGS Mail #3605 at
http://igs.org/mail/igsmail/2001/msg00450.hjmThis solution was minimally constrained with thid
transformation parameters (seven transformatioarpaters and their respective rates) that were etériv
from the comparison with the corresponding 54 R®HZ000 station position/velocity set, which is
available at the IERS ITRF ftp sitbt(p://itrf.ensg.ign.fr/ITRF_solutions/index.phpOn January 11, 2004
(GPS Week 1253, MJD 53015) an improved ITRF200diza#on 1Gb00, based on more recent
cumulative station/ERP solution product and moeath00 RS, was adopted by IGS (see IGS Mail #4748
athttp://igs.org/mail/igsmail/2003/msg00523.hjnfbince November 5, 2006 (GPS Week 1400) the 1GS05
realization of ITRF2005 has been used. It was nbthanalogously to IGS00 and IGb00 from a rece& IG
cumulative station/ERP solution product, corredmdsmall absolute antenna PCV position changes and
132 RS ITRF2005 station positions (see IGSMail 43  at
http://www.igs.org/mail/igsmail/2006/msg00161.hymIiConsequently, mainly due to the adoption of the
absolute PCV modeling, there could be small disnaittes at some stations on November 5, 2006.

The IGS SINEX station/ERP products also take irdmoant full variance-covariance matrices. However,
all the IGS orbit/clock users, interested in a l@egies of station position solutions and the metigion



level, still need to take into account all the ITRfanges. This is particularly true for PPP andalor
continental relative station positioning. More dfieglly, since its beginning in 1994, IGS has usesien
different, official realizations of ITRF (ITRF92,TRF93, ITRF94, ITRF96, ITRF97, ITRF2000 and
ITRF2005). The exact dates of the ITRF changesmattd transformation parameters and a simple
Fortran 77  transformation  program are available ahe following ftp  site:
ftp://macs.geod.nrcan.gc.ca/pub/requests/itrfoga®sdb see Kouba, 200RaMost of the ITRF changes are
at or below the 10-mm level, with the notable exicepof the ITRF92-93 and ITRF93-94 transformations
where rotational changes of more than .001” (30 mere introduced due to a convention change in the
orientation evolution of ITRF93 (see e.g. Kouba &upelar, 1994). It is important to note that otlg
ITRF96-97 (on August 1, 1999), ITRF97-2000 (Decenthe2001), ITRF2000-2005 (November 5, 2006)
and any future ITRF changes have virtually exadformations (due to the minimum constraining used
since 1998). However, all the preceding transfoionat (i.e. prior the ITRF96-97 change) are only
approximate and can be used for transformatiotteeat-3 mm (0.0001” for ERP) precision level onTyo
minimize any discontinuity as well as to increasecision and consistency of IGS products, durin@820
2009 IGS has undertaken reprocessing all the datar (2008, possibly up to 1994 (see
http://acc.igs.org/reprocess.h)mBy the end of 2009, when the reprocessing isptetad and verified, it
should replace  all the  pre-2008 IGS products (seeGSMAIL #5873 at
http://igs.org/mail/igsmail/2008/msg00195.hjmEo, a complete and consistent series of IGS twdb
(weekly) SINEX and (daily) orbit/clock combinedisiions in IGS05 and based on the absolute antenna
PCVs should be available at the IGS Global Dataelsrby 2010.

The ITRF convention allows linear station movemeasrily (apart from the conventionally modeled high-
frequency tidal variations), i.e. dated initial t&ia positions and the station velocities, whichnist
adequate at the mm-level precision, as even ssfilons exhibit real and apparent non-linear dapes
that can exceed 10 mm. Often, the station movenaet®f periodical (e.g. seasonal and semi-segsonal
character. The non-linear station movements caimdwgced, for example, by various uncorrected logdin
effects (atmospheric, snow), or by the real noatticariation of geocenter and scale (i.e. the Earth
dimension). Currently, a new ITRF convention isnigeiconsidered, where the long period (>> 1 day)
geocenter variations with respect to a conventiéhBF origin would have to be monitored and become
part of the new ITRF convention (much like ERP rhamig is an integral part of ITRF). This new
convention, after accounting for all the loadinfpets, should provide an ITRF realization of stagikgion
positions at the mm level.

The IGS Rapid products are consistent with theecrfTRF convention, i.e. IGS05 positions of theSIG
RS stations are fixed in all the IGS AC Rapid dohs, thus no geocenter or scale variations aosvad
and none should show up in the solutions when ukBf) Rapid/clock products. However, all the IGS
Final solutions and products, mainly to facilitatéggher internal precision/consistency, but also in
anticipation of the new ITRF convention, since J@8¢ 1998 are based on minimal rotational congsain
only. Note that unconstrained global GPS solutenesnearly singular only in orientation, they stibintain

a strong origin (geocenter) and scale informatioa w orbit dynamics (i.e. the adopted gravitydjelSo,
after June 28, 1998, all the IGS Final orbits/ckckt least nominally, refer to the real geoceatet scale
that undergo small (~10mm) variations with resgedhe adopted ITRF origin and scale. The new ITRF
convention has in fact already been adopted sgawtith the IGS00 RS station set, as well as forthagl
IGS weekly (IGSYYPWWWW.snx) and cumulative (IGSYYRWSnxX) SINEX products. Since the
geocenter positions and scale biases are solveanfbipublished every week when the IGS accumulated
products are being augmented with the current w@ellependent from week to week) SINEX
combinations, which contain the weekly mean ge@sntHowever, currently (2009) the corresponding
IGS Final orbit combinations are not correctedtif@r daily geocenter/scale variation. Even in tbw 1GS
Final clock combinations, which has become officialNovember 5, 2000 (IGS Mail #3087) and which, in
every other aspect was made highly consistent thighIGS SINEX/ERP cumulative combinations as
outlined in Kouba et al. (1998) and Kouba and r&pet (2000), the geocenter clock corrections wete n
implemented. The IGS Final and all AC orbit/clocklutsions were not transformed, thus they fully
reflected (i.e. they are with respect to) the applior real geocenter/scale variations. Howevercesi
November 5, 2006 AC and IGS clocks are supposdx tisansferred to the ITRF origin. Thus glbbal
analyses utilizing differenced observations anchgisinly the IGS Final orbits (unlike the IGS Rapid
orbits) still have to take into consideration theadi (~10 mm) weekly geocenter and scale variatamthe



geocenter/scale variations are fully implied by t&& Final orbits. On the other hand, regionaltreda
positioning with fixed IGS Final orbits and from Wamber 5, 2006 PPP’s with the IGS Final orbit/clock
products held fixed, should show only small weektale (height) variations. This is so, since redati
regional analyses are less sensitive to orbit rorggid in case of PPP, the apparent geocenter igariat
should be properly accounted for in the current F&l clock combinations. Thus, since November 5,
2006, the IGS Final orbit/clock PPP users will onve to consider (with respect to IGS05 (ITRF2D05)
small (~cm) weekly scale (height) biases, whichraseyet accounted for in the new, now official, 3G
Final orbit/clock combinations.

In summary, all (global) applications involving 1GRpid orbit/clock products should be directly iret
conventional ITRF and no origin/scale variationsust be seen. On the other hand, all global apiica
using (i.e. fixing) the IGS Final orbit productsliwifer to a mean geocenter and scale of the wibeis
small (weekly) variations in origin/scale with respto ITRF could be seen. After November 5, 2006 a
PPP solutions based on the IGS Final products drshdw only small weekly scale (height) variations,
since IGS Final orbit origin variations should lme@unted for in the current Final clock combinasioAt
the precision level of about 10-mm, when usingl®® Final products, all the above origin/scale at&ons
can likely be neglected. The above small weekly g&®center (origin) variation can be found in the
corresponding GPS week (WWWW) SINEX combinationd aommary files (IGSYYPWWWW.sum),
which are also available at the IGS CBttff://www.igs.org/mail/igsreport/igsreport.himPerhaps, a more
acceptable and consistent approach would be alsentove, if possible, from the IGS Final combined
orbit products all the origin/scale variations witkspect to the adopted ITRF. This has already been
suggested in Kouba and Springer (2000).

5.3.31GSreceiver antenna phase center offsetg/tables

Prior to November 5, 2006, unless using Dorne-Mang®/M) antennas, the relative IGS antenna PCV
table (gs_01.pcythat are available at the IGS Central Burdgu/(www.igs.org/pub/station/generpiind
the conventional satellite antenna offset of Figh®duld be used with the IGS solution products. rAfte
November 5, 2006, (and/or for any reprocessed l@#séclocks) the absolute receiver and satellite
antenna PCV and offsets of the curragd05.atxfile should be used. If a receiver antenna typads
contained in the current igs05.atx, the satelliieiana offsets of Fig.2 and the zero or relativé/Bsets
(igs_01.pcv) should be used for the receiver antenflae relative and absolute satellite and receiver
antenna PCVs and offsets should never be maseduch an inconsistent use of satellite/recei@rsPand
offsets will result in position biases (mainly iright) up to 10 cm. Note that when the relativé/B@nd
offsets {gs_01.pcy are used for receiver antennas together withsttellite antenna offsets of Fig. 2,
acceptable results are still obtained even wherothiés/clocks were generated with the absolutellgat
antenna PCVs and offsets.

For precise relative positioning with different emba types even over short baselines, and in pianrtic
when solving for tropospherigpd's, the IGS antenna PCV tables (either absoluteelative) are also
mandatory, otherwise, large errors up to 10 cneight andzpd, solutions may result. On the other hand,
relative positioning with the same antenna type ebert to medium length baselines (<1000 km), with
without thezpd, solutions does not require the use of the ante@A Bince PPP is in fact equivalent to a
station position solution within a global (IGS) wetk solutions (but conveniently condensed withie t
IGS precise orbit/clock products), it must alwayse uhe appropriate IGS antenna PCV to ensure
compatibility with the IGS antenna PCV conventi@efore November 5, 2006, the IGS antenna PCV
table {gs_01.pcv)wvas relative to the D/M antenna type, thus the 8@$t/clock products were consistent
with the D/M antennas and all the PPP’s involvingyiantennas could safely neglect ige_01.pcutable.
However, for best results, after November 5, 200@/@ for the reprocessed IGS products, every PPP,
even with D/M antennas, should use for both receqwral satellite antennas, specific (absolute) awsten
PCYV tables, adopted by IG#$05.at}. Note that even if no PCV tables are necessagy fer cm relative
positioning with nozpd, solutions), the constant receiver antenna heiffeéts, given in thegs_01.pcv
table, along with the offsets of Fig.2, are stitumalatory in this case. The absolute satellite aatéPCVs
(e.g.,igs05.aty have nearly eliminated the apparent station sbale of about 15 ppb, seen in global
unconstrained GPS station/orbit solutions when latsoeceiver antenna PCVs and the (relative) Igatel



antenna offsets of Fig. 2 were used (see e.g. Boghat al., 1995; Springer, 1999; Rothacher anddvla
2002).

5.3.4 M odeling/observation conventions

The GPS System already has some well developed limgd®nventions, e.g., that only the periodic
relativity correction

C moi 2
Mt = 2% Vs/c (27)

is to be applied by all GPS users (ION, 1980; ICBS=200, 1991). HerXS, \5 are the satellite position
and velocity vectors andis the speed of light. The same convention hastsen adopted by IGS, i.e., all
the IGS satellite clock solutions are consisterthwvand require this correction. Approximation esraf
this standard GPS relativity treatment are welbiethe 0.1 ns and 10 level for time and frequency,
respectively (e.g. Kouba, 2002c; 2004).

By an agreed convention, there areliieL2 (or P1-P2 Differential Calibration Bias (DCB) corrections
applied in all the IGS AC analyses, thus no suctBR@librations are to be applied when the IGS clock
products are held fixed or constrained in dualdestgy PPP or time transfers. Furthermore, a speszfi

of pseudorange observations, consistent with th& tfdck products, needs to be used, otherwise the
station clock and position solutions would be ddgrth This is a result of significant satellite elegent
differences betweef/A (C1) andP,; code pseudoranges, which can reach up to 2 nsn@ONote that
IGS has been using the following conventional pseanige observation sets, which needs to be uséd wit
the IGS orbit/clock productdGS Mail #2744

PciaandP’; = Poja+ (P2-Py) Up to April 02, 2000 (GPS Week 1056),
P, andP, After April 02, 2000 (GPS Week 1056).

For C/A andP-code carrier phase observatiohg{andLp;) there is no such problem and no need for any
such convention, since according to the GPS sydpetifications (ICD-GPS200, 1991, p.11) the
difference between the two typesldf phase observations is the same for all satebitekit is equal to a
quarter of theL1 wavelength. This phase difference is then fulbgabed by the initial real phase
ambiguities. However, early on, most receiver mactuires have agreed to alidn;x and Lp; phase
observations (J. Ray, person. comm. 2009). For nimirmation on this pseudorange observation
convention and how to form the conventional pseadge observation set for receivers, which do na¢ gi
all  the necessary pseudorange  observations, see @S Mail #2744 at
(http://www.igs.org/mail/igsmail/2000/maillist.htinl

6. Single-frequency positioning

Precise, i.e., mm-level, positioning with singleguency and without any external ionospheric delay
corrections, is only possible for relative positian over very short (<10 km) baselines. For sucbrtsh
baselines using IGS precise orbits offers littlenor benefit over the broadcast orbits. With ion@sjh
delay corrections, derived, for example, from tlg&Slionospheric grid maps generated by the I1GS
lonospheric Working Grouphftp://www.igs.org/projects/iono/index.htjntelative single-frequency cm-
positioning could be extended up to a few hundmedwhen using the IGS precise orbits. Here the IGS
precise orbits already could offer some accuragy@vements over the broadcast orbits.

Single-frequency PPP must also use the above-deiiweospheric delay corrections along with the
corresponding satellite (L1-L2) Differential Calition Delays (DCB); even then only precision atuibo
the 0.5 m level is possible with the IGS orbitstgl® which is mainly due to a limited resolutiondan
precision of the IGS ionospheric grid maps. Neghecthe satellite (L1-L2) DCB’s, which are nearly
constant in time, but vary from satellite to séielland can reach up to 12 ns, (i.e., using onb th
ionospheric delay corrections), would result inngigant positioning errors that may be even larger
(several meters) than the errors of uncorrectedjlesifrequency PPP solutions (Heroux, 1993, petsona
com.). This is so, since the IGS clocks are coasistith the (L1-L2) DCB convention (this is alsae for



the GPS broadcast clocks), i.e. the single-frequé®B8& users have to first correct the IGS satetliteks
by

-1.55 (L1-L2) DCB, (28)
in order to make them compatible with the singkmfrency observations. (Note the different sign
convention for the broadcadtl(-L2) group delaySsp, which after April 29, 1999 are quite precise and ca
also be used even in the most precise applicafus//www.igs.org/mail/igsmail/1999/msg00195.hyml
For static single-frequency PPP at this precisarell the IGS precise orbits/clocks offer only niaad
improvements with respect to the broadcast orlbits @ocks, in particularly with SA switched off€i,
after May 02, 2000). However, before May 02, 20@th SA switched on, a single-frequency static or
kinematic (navigation) PPP, with the IGS precidgiterand clocks could offer about an order of magta
precision improvements over the broadcast orbitd elocks. A more precise alternative to single-
frequency PPP is to use the ambiguous ionsphec-fiombination ofL1+P1)/2 and theP1 (with

appropriately large noise) in place 6&, (L3) andﬁP (P3) in a “regular” PPP (Egs. 7 - 8). Hel@/A (C1)
pseudoranges can be used in placBlpftoo. This single-frequency PPP usually yields mhecision and

thanks to the ambiguity solutions, it is also Iesssitive to any inconsistency (or even neglec{CafP1),
(L1-L2) DCBs, as well as satellite antenna PCVs/offsets.

7. Solution precision/accuracy with |GS Combined Products

Accuracy is an elusive word and it is difficult qoantify. In this context, by accuracy here it isant the
measure of a solution uncertainty with respect ggodal, internationally adopted, conventional refece
frame or system. Precision, on the other hanehush easier to understand and attainable and heam i
be interpreted as solution repeatability withirinaited area and over a limited period of time. Bothis
way, precise solutions may be biased and therefianenot be accurate. Formal solutions sigmas (atand
deviations) are most often representative of smtufirecision rather than accuracy. For IGS uséss, t
accuracy is perhaps the most important factor,ghdor some applications, precision may be equally
even more important, e.g. for crustal deformatiorratative movement studies during short periods of
time. It is also important to note that the premigaccuracy of IGS combined products is not constad
that it has been improving steadily (see Fig. 1§ thuboth better data quality and quantity (coveyas
well as significant analysis improvements realibgchll ACs.

7.1 Pogitioning

In order to demonstrate the possible precision agwdiracy achievable with IGS products, it is uséful
examine the precision level that is being routirstiieved by ACs in their daily global analysesigure 3
represents the precision of weekly position sohgiachievable by IGS and ACs prior to 2000. It shaw
compilation of AC/GNAAC position sigmas (standardvitions) with respect to the IGS cumulative
(combined) station SINEX product (IGS00P39.SNXHhis tcase), during the period of more than 4 years
(1996-2000; GPS Weeks 0837-1081). Currently, onByweekly unconstrained SINEX final station/ERP
solutions are used in the IGS SINEX station/ERP linations; the GNAAC SINEX combinationdRL,

mit, ncl) are used only for comparisons and quality confferland, 2000). (Note that td®L GNAAC is

no longer operational)

Although Figure 3 still represents solution premisionly, (it does not include the real and/or appar
geocenter/scale variations, constant station positind velocity biases that are common to all AC
solutions, etc.), it is already an indication o€ thosition accuracy that could be achieved with B8
combined products prior to 2000. This is because AIC sigmas include real and apparent station
movements and the statistics were obtained frorargel number of globally distributed stations over
relatively long period of time (more than 4 yeaf)rthermore, both reference frame transformatroore
and mean residuals are small, at or below the mmi, land the geocenter variations along with th8 IG
position solution biases are also expected to leeasub-cm level. More specifically, as seen fifeigure

3, the best ACs, GNAACs and the IGS independentkhyesombinations ifjs) solutions were likely
accurate at or below the 5-mm and 10-mm accuragsi i@ the horizontal and vertical components,
respectively. This also implies that the daily ist&®PP during a one-week period, accounting fomalls



geocenter (before Nov. 2006) and scale offset fiaimdy the best ACs and/or the IGS orbits/clock quots
should achieve comparable precision/accuracy leviéiss is because PPP is an approximation (a back
substitution) of the station position solution viiththe corresponding global (AC or IGS) solution.
However, the daily PPP position standard deviatghald be larger than the weekly ones shown inrEig

3, by up to (74?= 2.6 times when only random errors are assumed.

Standard Deviation (mm)

igs P

Analysis Center mit e
Figure 3. Standard deviations of SINEX weekly positionusiains for the contributingCs (cod, emr, esa,
ofz, jpl, ngs, sip the IGS weekly combined producigg) and the GNAAC combinationgdRL, mit, nc)
with respect to the IGS cumulative SINEX produdtimiyt 1996-2000 (GPS Week 0837-1081).

Table 2. Means and standard deviations of ACs SINEX el with respect to the IGS cumulative
SINEX combination of the GPS Week 1516 (January-Z8l, 2009) IGS09P04.snx The grc AC,
GNAAC (mit, nc), the IGS weekly SINEX combinationsgé = igs09P1516.sny and the 1GS05
(ITRF2005) RS station setlTR = 1GS05.snx are included for comparisons only (from the I8&port
#17107/2009).

Solution | Weighted Average (mm) | n8t&d dev. (mm) |

#Sta | N E U | N E U |
cod 183 | -1.2 -0.1 -0.4| 2.0 2.1 5.8 |
entr 66| -2.9 0.1 -1.8| 3.4 3.1 7.6 |
esa 107 | -0.9 -0.6 -0.1| 2.8 2.5 7.1 |
gfz 175 -0.9 -0.2 -0.3| 2.1 2.1 4.9 |
jpl 119 | -0.7 -0.3 -0.3|] 2.5 3.5 7.4
MT 203 | -0.8 -0.1 -0.3] 1.9 2.0 4.9 |
ngs 183 | -0.9 0.0 0.1] 2.0 2.9 6.0 |
sio 209 | 0.5 -0.4 0.0] 1.7 2.4 5.4 |
grg 76 | -0.2 0.3 0.8 2.8 4.4 7.8 |
mt 254 | -0.7 -0.1 0.0] 1.7 1.9 4.6 |
ncl 200 | -1.0 -0.1 0.1] 1.9 2.1 5.2 |
igs 257 | -0.8 -0.1 0.3] 1.6 1.8 4.4 |
ITR 127 | -0.4 -0.1 0.0] 2.5 2.4 8.9 |




More recent results of January 25 - 31, 2009 amnsarized in Table 2, which was adopted from the GPS
Week 1516 SINEX combination report. Table 2 indésathe position solution precision/accuracy that is
currently being achieved by IGS and ACs. It indisathat most AC and IGS solutions have improved
significantly since the period of 1996-2000 showririg. 3, which is a consequence of more and betier
coverage as well as significant analysis improvasefilso shown here is the RMS agreement with the
IGS05 127 Reference frame station (RS) positiontigl set (TR denotesIGS05.snk 1GS05.shxis a
subset of the IGS cumulative SINEX product, minigpnabnstrained to ITRF2005 (through a 14-parameter
transformation) and corrected for the expected latssantenna PCV solution differences (see IGS Mail
5447, 5456). This IGS05 realization of ITRF 2005 baen adopted by IGS on November 5, 2006.

For PPP position accuracy testirtree independent softwargackages andhree different periodof
seven days, with different numbers of globallyrilsited stations, were used here. The primary ratita
was to demonstrate that the IGS combined produetstige most reliable and accurate results, antdatima
software, not only the one used to generate tleel fprecise orbit/clock solutions, can be used,igeal/the
software is consistent with the IGS standards amd/entions. Furthermore, the three seven-day period
should also show the expected improvements ofG&dombined products realized from 1999 to 2009.
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Figure 4: Static GIPSY PPP RMS (stations AUCK, BRUS, USUD,LWlwith IGS, AC orbit/clock
solutions and the new clock combinatiBC for GPS Wk 0995 (corrected for daily geocentegiari
offsets; IGC represents the new clock combinagalopted by IGS on November 5, 2000)

The first tesused data from the GPS Week 0995 (January 24.98®) from four stations (AUCK, BRUS,
WILL, USUD) on three continents (Australia, Euroged North America) and static daily GIPSY PPP’s
with various AC, IGS orbits/clock orbit productsdd. Note that since the NGS and SIO ACs have not
been solving for any satellite clock corrections] &SA clock solutions at that time were rathespoihey
were not used in this first PPP test. Furthermsirg;e most AC orbit/clock solutions, including tigS
Final Combined Orbit/Clock Products exhibited “apgmd” daily geocenter (origin) variations at the cm
level, an origin offset was estimated and remowedefich day and AC as the average of all PPP-ITRF97
station coordinate differences of that day. No ydatale (height bias) was estimated here. The
geocenter/scale variations, as already discussedealare the consequence of the minimal constraints
(rotations only) that were adopted for all ACs d@&$ Final products after June 28, 1998 (Kouba et al
1998). (After November 4, 2006, such daily origiffset corrections should not be necessary for PPPs,
since they are included in the AC and IGS Finalck$). Then the PPP RMS with respect to the
conventional ITRF station positions will also regget the achievable positioning accuracy. Note, that
unlike the PPP repeatability around the weekly nsation position, PPP RMS results corrected fdlly da
origins still contain the ITRF97 station positioelacity errors and constant or slowly varying raadtl/or



apparent station position movements/biases. Seel) Gtation movements/biases can be due, for deamp
to unmodeled loading effects, such as those dtreetatmosphere, snow and ground water.

Figure 4 shows the RMS of the PPP-ITRF97 differsrfoe static GIPSY PPP’s with various AC and IGS
Final orbit/clock products, after correcting foretdaily origin offsets. Also shown here are thailtssof

the IGS Final orbits augmented with 15-min sateltitocks from the new, more consistent and rolfsst,
min satellite/station clock combinationGC) which has already replaced the IGS satellite kcloc
combinations on November 5, 2000 (Kouba and Sprjn2@00). As one can see here the PPP RMS
(accuracy) for the IGS products and the best ACs between 10 and 15 mm for the horizontal, and
between 15 and 25 mm for the vertical components.

This is quite consistent with the corresponding klyeeSINEX results after assuming daily random
variations, i.e. after increasing the weekly SINEXKIS' of Figure 3 by a factor of up to 2.6. It is
encouraging to see that the IGS Final orbits augmdewith the new clock combinationfGC) were
slightly better than the original IGS Final orbitick products (prior November 5, 2000). Note thaew
only the PPP repeatability around the respectiveklyanean station positions are concerned, i.ee the
weekly mean station position biases are excludezlsame PPP repeatability performance as reported i
Zumberge at al., (1997) was obtained, i.e. abontn®horizontal and 10 mm-vertical repeatabilityislt
interesting to note that the horizontal JPL orkittk PPP RMS in Figure 4 were in fact quite equemalto

the GIPSY position service (Zumberge et al., 199B)ce the same software, orbits/clocks orbits sird
transformation parameters (3 shifts and 3 rotajiovere used. The height RMS of Figure 4 should be
slightly higher, since no daily scale (height) kssvere applied here.

The secon®PP test (Fig. 5) was performed at the Astrondnhicitute of the University of Berne by the
former IGS AC Coordinator, Dr. T. Springer, in erdo check and verify the final implementatiorttoén

new (now operational) IGS satellite/station clodmbinations (Kouba and Springer, 2000), labelea her
IGC. Dr Springer has kindly made available his congplePP results for three stations (BRUS, WILL,
TOW?2) from the GPS Week 1081 (September 24-30, 86808 he obtained them with the BERNESE
software operating in the static PPP processingemble corresponding AC weekly origin/scale #8¢
scale biases of the GPS Week 1081 SINEX combingt®800P1081.supthat are compiled in Table 3,
were accounted for in these PPP results. The wd@8yorigin/scale antiGC scale biases were not yet
available in the IGS SINEX combinations so theyevapproximated by a weekly average of each of the 5
AC solutions listed in Table 3.
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Figure 5: Static BERNESE PPP RMS (stations BRUS, WILL, TOWR&ith IGS, IGR, AC orbit/clock
solutions and the new clock combination IGC for GR&ek 1081 (September 24-30, 2000; corrected for a
weekly geocenter origin offset)




Table 3. Weekly origin and scale offsets available from 8& SINEX combination and removed from
the GPS Week 1081 PPP RMS comparisons. (G scale andGS origin/scale offsets that are not
available inlGS00P1081.surwere approximated by the averages of all AC ofggiale biases).

DX DY DZ SCL

Center (cm) (cm) (cm) (ppb)
COD -0.29 0.05 -1.05 2.52
EMR 0.78 -0.15 4.81 2.00
ESA -0.08 1.86 0.02 1.32

GFz 0.01 0.00 -0.24 1.34

IGC 0.00 0.00 0.00 1.86

IGR 0.00 0.00 0.00 0.00

IGS -0.02 0.46 0.28 1.86

JPL -0.53 0.53 -2.12 2.02

As discussed before (Section 5.3.2), zero origaiésand zero origin offsets should be expectedumed

for IGR andIGC, respectively. This application of origin/scaldsets represents a proper use of the
orbit/clock products of the ACs and IGS (prior N&y.2006) with the current IGS ITRF convention.(i.e
the weekly monitoring of “geocenter” and scale s Also note that the IGS cumulative SINEX
(IGS00P04.srixproducts was also used here as a ground trusifl the position comparisons. The RMS
PPP results of this second test, shown in Figuie fact, represent the achievable accuracy wighl@S
products prior November 2006, once the small dailyweekly origin/scale offsets are accounted for.
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Figure 6. IGS Reference Frame Stations (R&)t§ used for IGS ITRF realizations in 2009 and themesa
of the 36 RS selected for the PPP evaluations glthie GPS Week 1516 (January 25 - 31, 2009)

The third more extensive PPP test, used recent GPS dataafrsubset of 36, globally well-distributed
Reference frame stations (RS) (Fig. 6) with go@dking during the week of Table 2 (GPS Week 1516;
January 25 - 31, 2009). It also involved a differBRP software, namely GPS Pace (Heroux and Kouba,
1995), which was enhanced to account for all theletiog effects and approximations at the mm-
precision level as discussed above (Heroux and &oR000; Kouba and Heroux, 2001). Also, instead of
the ITRF97 RS station coordinate set used in thevipus PPP tests, here the IGS05 station
positions/velocities of the IGS cumulative SINEXrdaination productiGS09P04.snxwere used in this



PPP solution comparison. Since November 5, 200@hall AC clock solutions should be transformed
(translated) to current ITRF (IGS05), consequerdly the PPP results in Figure 7 include no
geocenter/scale corrections. As one can see thed&t®ement of Fig. 7 has improved considerably when
compared to the GIPSY and BERNESE PPP resultsquir&i4 and 5. This is likely due to significant
improvements of IGS and AC orbit/clock solutionalized over the past 8 years (see Fig. 1). Natettre
results of Figure 7 were obtained with a rather pgmPC based PPP software, that is completely
independent from the IGS solutions since it wasussd to generate any of the AC and IGS solutions.
Both IGS and all the AC solutions, except for th® hew ACs GRG andMIT) show nearly the same
RMS in Fig. 7. This indicates that the IGS and m&&t clocks indeed refer to the ITRF origin and no
geocenter corrections need to be applied. Thetlligigher PPP RMS for the vertical component i tlu

a scale bias of about 1.5 ppb (~10 mm). Note ket ,the IGS Rapid (IGR) orbit/clock products, whic
were constraining about 100 (or more) RS at theDB>&®ordinates and which were available with only a
17-hour delay, have performed equally well as test B\C and the IGS Final orbit/clock products. This
figure also indicates that all AC clock solutions aow more consistent with the corresponding da®y
orbits and the weekly SINEX station solutions, tlitamas the case in 2000. Furthermore, that alll@®
orbit/clock combined products gave the best acgueatd that the accuracy of PPP’s with the IGS
orbit/clock combined products should currently berabelow the 10-mm level.
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Figure 7: Static GPS Pace PPP RMS at 36 Reference framenstafRS) with IGS, IGR and AC
orbit/clock solutions for GPS Week 1516 (January -281, 2009; no geocenter origin/scale offset
corrections)

The relatively high horizontal RMS for GRG orbitick PPP solutions (in Fig. 7) are partly due snall

(~ 6 mm)dzorigin offset. After daily geocenter and scaleseté (computed as daily averages over the 36
RS) are accounted for here, the GRG PPP resultsrizemore comparable to the rest (see Fig. 8). Excep
for GRG (and to a smaller extent also EMR), thézootal RMS of Fig. 8 are practically the sameras i
Fig. 7, where no geocenter offset corrections eg@ied. After nearly constant daily scale biadesbout

1.5 ppm have been removed, the vertical RMS of &igre significantly smaller. Comparing Fig. 8 with
Table 2, which has used the same period and groutid one can see that the weekly averaged (SINEX)
IGS/AC solutions, after 7-parameter Helmert trarrsfations, gave RMS, which are only slightly smaller
than the corresponding daily PPP RMS. This maycatdi a presence of non-random errors, resultiag in
improvement factor that is considerably smallemtltae expected improvement factor of 2.6, based on
random errors. Fig. 8 is also comparable to thdirmoous daily PPP results, compiled on the AAC vitebs
(http://acc.igs.org/ where all the (~ 100) RS are processed with BEBR PPP and 7-parameter
transformations are used daily.
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Figure 8: Static GPS Pace PPP RMS at 36 Reference framensta(RS) with IGS, IGR and AC
orbit/clock solutions for GPS Week 1516 (January8252009;correctedfor daily geocenter origin/scale
offsets)

To demonstrate the high precision and consistefianast of the AC orbit/clock solutions, the weekly
repeatabilities at each station (i.e., the standandations (sigmas) with respect to weekly (bijgedan
station positions) are compiled in Figure 9. Tlgsife shows rather small repeatability sigmas, Wwelow
the 10-mm level, for all the ACs and IGS orbit/élogroducts. The IGS and the best AC orbit/clock
solutions gave the daily position repeatability Ingn in the horizontal and about 5 mm in the vettica
components.
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Figure 9: Static GPS Pace PPP repeatability at 36 Referenogefstations (RS) with respect to weekly
average positions, using IGS, IGR and AC orbitklsolutions for GPS Week 1516 (January 25 - 31,
2009)
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(RS) with respect to weekly average positions, 8BS, IGR and AC orbit/clock solutions for GPS Wee
1516 (January 25 - 31, 2009)

PPP software and the IGS orbit/clock products dan be used for efficient and accurate kinematic
positioning (navigation) at each epoch at any ptacéhe Earth and for any user dynamics. In faenks

to the availability of IGS orbit/clock productsgtte is no need for any base stations and/or diff@leGPS
(DGPS) corrections in post-processing mode athaacuracy level. This point is demonstrated byFég
10, which shows GPS Pace RMS’ of independent eposition solutions (“simulated navigation”) with
respect to daily means of the 36 RS with the AC l&f8 combined products during the GPS Week 1516
(January 25 - 31, 2009). Unlike for the static PPHSgs. 7 - 9, where no solution was rejected, Fig. 10
does not include a problem data of January 26, 20@8e reference station PETS, where kinematic RMS
values were rather large (0.1 to 0.4m). To avoiticlinterpolation errors, only the clock samplinpehs
(either 5-min or 30-sec for COD, EMR and MIT) werged in Fig. 10. The IGS Final clock combinations
with 30-sec sampling, which are available since7280d which are currently based on COD, EMR and
MIT clocks only are also shown in Fig. 10. Notetttiee 30-sec clock sampling allows precise intexfioh

of satellite clocks, so that nearly the same kirteaRPP repeatability shown in Fig.10 is now achide

for any clock sampling with IGS 30-sec clocks. Kiratic PPPs at 3 IGS stations (currently BRUS, WILL,
TOW?2) are also included as a quality check in eM&$ orbit/clock weekly combinations (Kouba and
Mireault, 1999).

By using the IGS products one ensures the highessilple consistency within the current ITRF. Sitroe
Selective Availability (SA) was switched off perngatly on May 02, 2000 and the 5-min IGS
satellite/station clock products (IGC) has becorfiieial on November 05, 2000, it is possible toeanly
interpolate the IGS satellite clocks at about G1Thus, also possible to obtain navigation sahgiat or
below the accuracy level of about 10-cm at anyepkand for any observation interval. Furthermoireges
the GPS Week 1410 (January 14, 2007), when IGS Fimgkatombinations also include separate clock
files with 30-sec sampling, it is possible to ipate satellite clocks at about 0.03 ns and obtain
navigation solutions at the accuracy level of aatrany place and for any sampling interval.

7.2 Tropospheric zenith path delay (zpd

The zpd, solutions have been found useful in meteorologgdtermine vertical atmospheric integrated
precipitable watecontent (Bevis et al., 1992). Tapd (zpd+ zpd,) could also provide accurate control (a



reference, consistent with ITRF) for the combinedirbstatic and water vapor pressure in numerical
weather modeling (Kouba, 2009).

It is important to note that unless double diffexreh GPS analyses are based on a sufficiently krege
(e.g. > 500km), it is impossible to obtain meafihgolutions for pd,. For such small or regional areas (<
500 km) it is only possible to estimate preciseffedences of pd, with respect to a reference statiqz
So, reference statiorpd,’'s have to be obtaineekternally, e.g. from the IGS. PPP solutions, andther
hand, are capable of determining quite precisedywtilue of pd, within the IGS reference frame (ITRF),
even from a single station. It is also importanhéte that pd, solutions are correlated with station heights,
thus for the highest precision a careful considamathould be given to the variations and monigpiahthe
origin/scale (if applicable), as discussed in $&c.3.2. About a third to one fifth of the statibaight
errors (variations) map directly into thedz solutions (Gendt, 1996, 1998). This is why it isoa
important that station loading effects and the ndeading, in particular for stations in coastatas, are
correctly modeled as well (Dragert et al., 2000). &ror (bias) or unmodeled temporal variation®gf
M,, and/ora priorizpd, can also cause systematic errors in heightslamtbtalzpd ¢pd, + zpd, ) of more
than 10 mm (Kouba, 2009).

To evaluate the accuracy of troposherpd zolutions is even more difficult than the evaluatiof
positioning accuracy. The IGS combirgat’s at 2-hour intervals, derived from the contribusionade by

up to eight ACs for up to 200 globally distribut&PS tracking stations, are available only up to GPS
Week 1399 (November 4, 2006) (ske://cddis.gsfc.nasa.gov/gps/products/troposplo&t®/ The IGS
combined statiozpd’shave been compared with estimates derived frorer dédthniques and have proven
to be quite precise (~7 to 8 mm) and accurate (Ga®96). After November 4, 2006, the combirzpd
products have been replaced with the “IGSnewt products, which have 5-min sampling, are available
from 2000 for all IGS stations and are based onS3IPPP with IGS Final orbits/clocks (Byun and Bar-
Sever, 2009itp://cddis.gsfc.nasa.gov/gps/products/troposphere).
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Figure 11. GPS Pac®PP and ACGpd(zpd,+ zpd, ) differences with respect to the “IGSneryid (IGS) at
the New Zealand RS CHAT during the GPS Week 15a46udry 25 - 31, 2009).

To demonstrate the quality and consistency of teB&P pd, solutions utilizing IGS orbits/clocks, the
estimated (totalypd’'s(zpd, + zpd,) for the GPS Week 1516 (January 25 - 31, 20@®tained by three
different ACs and from PPP with IGS orbit/clock guats were compared to the IGSnepd’s Figure 11
shows the 7-day time series of the differences vépect to IGSnewpd’'s for COD, GFZ and JPL AC
zpd'sand GPS Pace PP#pd’s at the New Zealand RS CHAT. For completeness amyenience the
IGSnewzpd'sare also plotted here, utilizing the scale onritjiet. One can see a very good agreement with



IGSnewzpdfor both PPP and JPL Agpd’s with a standard deviation of about 2 mm in batkes, though
both PPP and JPL AC show a small systematic (negatiffset. This is likely due to the IGSnhexpd
since it uses an old MF (Neill) and only a constéwgight dependent pressure fgod, (Byun and Bar-
Sever, 2009), while JPL is using the mandatory @jlaeasonal MF (GMF) model witlzpd, based on a
global pressure model (GPT) (see Boehm at al., 20@6Boehm at al., 2007, respectively) and the GPS
Pace PPP is using temporally and specially varfiwgM values forM,, M,, andzpd, (Kouba, 2007).

COD and GFZ ACzpd'sin Fig. 11 also exhibit a similar negative biaswiver the agreement is much
worse, with standard deviations of 6 and 7 mm, etsgely. This is mainly due to smoothing, causgd b
COD hourly or GFZ half-hourly estimations, whichu@w not depict the rapid changes of CHApd on
this day. Furthermore, continuity constraints &t lourly and half-hourlgpd estimation boundaries likely
cause the large, compensating spikes for both Q@DGEZzpd's(see Fig. 11).

To get a more global view of the quality of the Pipestimates, thepd’'sof the above 36 RS static PPP
test have been compared with the IGSnepd products. IGSnevepd products are missing for three RS
(NYAL, MDVJ and ASPA) during this GPS Week 1516 rthermore, on each day and at every station the
last two 5-min epochs (23:50 and 23:55) are alsssimj in IGSnewepd’'sand thus could not be included
in the comparisons. The 7-day mezpd differences (PPP-IGSnew) varied from -3 to 4 mnd #me
standard deviations varied from 1 to 3 mm, withaaerage standard deviation of 1.9 mm. However, the
IGSnewzpd’'shad to be first corrected for height errorsdb¥y/4, wheredH is the error (with respect to the
IGS05) of the IGSnew daily (i.e., GIPSY PPP) hegggtitutions, which are also available in the IGSpd
files. Otherwise, without the height correctiortse mearzpd biases were between —12 (at MCM4) and 3
mm. This is a consequence of the old MF and a aohgteight dependent station pressures (usexpthy
utilized for the IGSnew. Recall that the GPS Hale® has used temporallly and spatially varyiogy and

the MF’s of the gridded VMF1 (Kouba 2007). Thed, solution precision of 3 mm corresponds to about
0.5 mm of integrated precipitable water (Bevislgtl®92).

7.3 Station clock solutions

It is important to note that it is impossible ta geeaningful clock solutions from double differen@®S
analyses, which is the penalty paid for the sigaifi simplification and efficiency of double difésrced
GPS observations. The clock solutions are onlgiptesin un-differenced global and PPP solutioiibe
clock solution parameters are perhaps the mosttisento a wide range of effects and thus can be
significantly biased unless properly modeling &k teffects discussed above (Section 5), includirg t
ocean loading effects. For these reasons, diseisBidsection 5.2.3 should also be carefully caesul

Evaluating the quality of PPP station clock solutias also somewhat complicated by the absencea of a
absolute standard for comparison and the factdiffetent reference clocks and alignment valuesuses

by the ACs in the computation of their daily sabmts. Therefore, the following evaluation is areintl
comparison of the above (static) GPS Pace PPRrstetick solutions, based on the combined IGS Final
(igs) and Rapidifyr) satellite orbits/clocks at only one of the 36 R8ting the GPS Week 1516. The IGS
RS BRUS was selected for this clock comparisonesihds equipped with a Hydrogen MASER (HM)
clock and was processed by most ACs during thikwee

Figure 12 shows thigr andigs BRUS station PPP clock solutions and their difiess with respect to the
IGS Final and Rapid combined clock&§, IGR during the 7 days of the GPS Wk 1516. Exceptioall
offsets and drifts, both thigr andigs PPP clocks agree very well with thH@S andIGR ones, namely at
the 12 and 14 picosecond levels (one standard td®yia The small daily jumps and drifts should be
expected and are mainly due to the PPP clockse $#RP (as well as AC) clocks are aligned daily by
pseudorange averages for PPP observed at a datyte sand for ambiguity fixed AC solutions aldatfze
neighbouring stations. Consequently AC station kdoshould have smaller jumps and drifts than the
corresponding PPP ones. Furthermore, the curréhtclack combination and time scale alignment (Senio
et al. 2001) was designed to minimize the daily é@ck jumps, which otherwise could exceed 1 ns at
some stations for some AC solutions (Ray and Se2002). To minimize the HM aging and other non-
liner effects (such as residual reference clockrerfinstabilities) of the IGS/AC clocks, thgs and igr



PPP clocks, shown in Fig. 12 were corrected forllstagly offsets and drifts. After correcting fane daily
offsets and drifts, thegys andigr PPP clock solutions were linear to within 50 p&mmnds, with standard
deviations of 25 and 29 picoseconds, respectiveRhis is already smaller than the formal PPP gwmiut
sigmas of about 30 picoseconds, furthermore itise aonsistent with the expected HM clock stability
(Larson et al., 2000). Note that the BRUS PPR& leenefited from a dense network of surrounding
European IGS stations; for a remote station, the &6ck solutions and comparisons could be sigamifily
worse than the ones seen in Fig. 12.
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Figure 12. 24-h linear regression clock residuals for GPS P& station clock solutions with IGS Final
(igs) and IGS Rapidigr) orbits/clocks at the European RS BRUS duringGIR& Week 1516. Also shown
are the PPP clock solution differences with respette IGS FinallGS) and RapidIGR) combined
station clocks with no offsets or drifts removed.

8. Conclusions

The primary goal of this compilation of well-knovamd not so well known aspects of GPS analysesavas t
aid IGS product users at both practical and sdier@vels. It should also help IGS users to employ
existing GPS software more efficiently or even éwelop practical, scientific or commercial softwénat
would allow an efficient and consistent utilizatiohIGS products. It should also be useful for tecal
and scientific interpretations of results obtaiméth IGS Combined Products.

The observation equations, estimation techniquestatibn/satellite models used for the implemeatatf
GPS precise point positioning (PPP) using IGS fmbitk products were described. Past and current
conventions and compatibility issues were compitagether with discussions and tests of precisiah an
accuracy that could and can now be obtained with pBoducts. The main emphasis was on simple, yet
efficient PPP solutions with IGS products. It wasmnstrated that different PPP software can be used
with IGS GPS Combined Orbit/Clock Products and dwejuency pseudorange and carrier-phase
observations from a single GPS receiver to estistatéon coordinates, tropospheric zenith pathydedend
clock parameters at the mm-cm accuracy level, tirec ITRF. Typically, PPP with IGS Orbit/Clock
Combined Products gave the best accuracy and mbrestifcomplete results, which are better than the
ones obtained with the individual Analysis Centebitéclock solutions. The PPP processing mode,
described and tested here in detail, forms an ithaiface to the IGS orbit/clock products and ITRF
both practical and scientific applications. ThdPRpproach utilizing IGS orbit/clock combined protiuis
equally applicable to global kinematic positionimavigation at the cm precision level as was dematest
here and also is demonstrated every week within d@8bination summary reports. (See IGS Rapid and
Final Combination Summary Reports at the IGS CB higes
(http://www.igs.org/mail/igsreport/igsreport.hinl Since 2007 when the 30-sec IGS combined clock




products have become available and with no SAs padssible to precisely interpolate satellite cipck
which enables also cm global kinematic positioningvigation) at any interval sampling, anywher¢hia
world and without any need of base stations.
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